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Preface

Finding knowledge – or meaning – in data is the goal of every knowledge dis-
covery effort. Subsequent goals and questions regarding this knowledge differ
among knowledge discovery (KD) projects and approaches. One central question
is whether and to what extent the meaning extracted from the data is expressed
in a formal way that allows not only humans but also machines to understand
and re-use it, i.e., whether the semantics are formal semantics. Conversely, the
input to KD processes differs between KD projects and approaches. One central
question is whether the background knowledge, business understanding, etc. that
the analyst employs to improve the results of KD is a set of natural-language
statements, a theory in a formal language, or somewhere in between. Also, the
data that are being mined can be more or less structured and/or accompanied
by formal semantics.

These questions must be asked in every KD effort. Nowhere may they be
more pertinent, however, than in KD from Web data (“Web mining”). This
is due especially to the vast amounts and heterogeneity of data and back-
ground knowledge available for Web mining (content, link structure, and us-
age), and to the re-use of background knowledge and KD results over the Web
as a global knowledge repository and activity space. In addition, the (Seman-
tic) Web can serve as a publishing space for the results of knowledge discovery
from other resources, especially if the whole process is underpinned by common
ontologies.

We have explored this close connection in a series of workshops at the Euro-
pean Conference on Machine Learning / Principles and Practice of Knowledge
Discovery from Databases (ECML/PKDD) conference series (Semantic Web
Mining, 2001, 2002) and in the selection of papers for the post-proceedings of
the European Web Mining Forum 2003 Workshop (published as the Springer
LNCS volume Web Mining: From Web to Semantic Web in 2004). We have
also investigated the uses of ontologies (as the most commonly used type of
formal semantics) in KD in the Knowledge Discovery and Ontologies workshop
in 2004.

In 2005, we organized, in two partly overlapping teams and again at ECML/-
PKDD, a workshop on Web mining (European Web Mining Forum) and a work-
shop on Knowledge Discovery and Ontologies. The submissions, and in particular
the highest-quality accepted contributions, convinced us that the specific impor-
tance of semantics for Web mining continues to hold. We therefore decided to
prepare a joint publication of the best papers from the two workshops that pre-
sented a variety of ways in which semantics can be understood and brought to
bear on Web data. In addition, we included a particularly fitting contribution
from KDO 2004, by Vanzin and Becker. The result of our selection, the review-
ers’ comments, and the authors’ revision and extension of their workshop papers
is this book.



VI Preface

Paper summaries

To emphasize the common themes, we will give a combined summary of the
contributions in this volume. To make it easier to understand the papers in
the organizational context for which they were written and in which they were
discussed, we have ordered them by workshop in the table of contents.

Understanding the Web and supporting its users was addressed in the papers
of both workshops: KDO 2005 and EWMF 2005. The invited contribution of
Eirinaki, Mavroeidis, Tsatsaronis, and Vazirgiannis elaborates on the role of
semantics for Web personalization. Degemmis, Lops, and Semeraro concentrate
on learning user profiles with help of a rich taxonomy of terms, WordNet. The
subject of building ontologies and taxonomies is pursued in the papers of Bast,
Dupret, Majumdar, and Piwowarski and of Fortuna, Mladenič, and Grobelnik.
The former proposes a mechanism that extracts a term taxonomy from Web
documents using Principal Component Analysis. Fortuna et al. present OntoGen,
a tool implementing an approach to semi-automatic topic ontology construction
that uses Latent Semantic Indexing and K-means clustering to discover topics
from document collections, while a support vector machine is used to support
the user in naming the constructed ontology concepts.

The subject of evaluating the performance of such semi-automatic ontology
enhancement tools for topic discovery is studied by Spiliopoulou, Schaal, Müller,
and Brunzel. Topic discovery in the Web with semantic networks is also the
subject of the contribution by Kiefer, Stein, and Schlieder, who concentrate on
the visibility of topics. The incorporation of semantics into the mining process
is studied in the work of Svátek, Rauch, and Ralbovský on ontology-enhanced
association mining, while Vanzin and Becker elaborate on the role of ontologies
in interpreting Web usage patterns.

The retrieval of information from the Web is another topic that was studied
in both workshops. Baeza-Yates and Poblete examine the mining of user queries
made in a Web site, while Stein and Hess consider information retrieval in trust-
enhanced document networks. Information retrieval from the Web is the subject
of the webTopic approach proposed by Escudeiro and Jorge, who concentrate
on persistent information needs that require the regular retrieval of documents
on specific topics. Document classification is a further powerful means towards
the same objective. The classification of Web documents is addressed by Utard
and Fürnkranz, who focus on the information in hyperlinks and in the texts
around them.

August 2006 EWMF and KDO 2005
Workshop Chairs
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A Website Mining Model
Centered on User Queries

Ricardo Baeza-Yates1,2,3 and Barbara Poblete1,2

1 Web Research Group, Technology Department,
University Pompeu Fabra, Barcelona, Spain
2 Center for Web Research, CS Department

University of Chile, Santiago, Chile
3 Yahoo! Research, Barcelona, Spain

{ricardo.baeza, barbara.poblete}@upf.edu

Abstract. We present a model for mining user queries found within the
access logs of a website and for relating this information to the website’s
overall usage, structure and content. The aim of this model is to dis-
cover, in a simple way, valuable information to improve the quality of
the website, allowing the website to become more intuitive and adequate
for the needs of its users. This model presents a methodology of analysis
and classification of the different types of queries registered in the usage
logs of a website, such as queries submitted by users to the site’s internal
search engine and queries on global search engines that lead to docu-
ments in the website. These queries provide useful information about
topics that interest users visiting the website and the navigation pat-
terns associated to these queries indicate whether or not the documents
in the site satisfied the user’s needs at that moment.

1 Introduction

The Web has been characterized by its rapid growth, massive usage and its
ability to facilitate business transactions. This has created an increasing interest
for improving and optimizing websites to fit better the needs of their visitors. It
is more important than ever for a website to be found easily in the Web and for
visitors to reach effortlessly the contents they are looking for. Failing to meet
these goals can result in the loss of many potential clients.

Web servers register important data about the usage of a website. This in-
formation generally includes visitors navigational behavior, the queries made to
the website’s internal search engine (if one is available) and also the queries on
external search engines that resulted in requests of documents from the website,
queries that account for a large portion of the visits of most sites on the Web.
All of this information is provided by visitors implicitly and can hold the key
to significantly optimize and enhance a website, thus improving the “quality”
of that site, understood as “the conformance of the website’s structure to the
intuition of each group of visitors accessing the site” [1].

Most of the queries related to a website represent actual information needs
of the users that visit the site. However, user queries in Web mining have been

M. Ackermann et al. (Eds.): EWMF/KDO 2005, LNAI 4289, pp. 1–17, 2006.
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studied mainly with the purpose of enhancing website search, and not with
the intention of discovering new data to increase the quality of the website’s
contents and structure. For this reason in this paper we present a novel model
that mines queries found in the usage logs of a website, classifying them into
different categories based in navigational information. These categories differ
according to their importance for discovering new and interesting information
about ways to improve the site. Our model also generates a visualization of the
site’s content distribution in relation to the link organization between documents,
as well as the URLs selected due to queries. This model was mostly designed for
websites that register traffic from internal and/or external search engines, even
if this is not the main mechanism of navigation in the site. The output of the
model consists of several reports from which improvements can be made to the
website.

The main contributions of our model for improving a website are: to mine user
queries within a website’s usage logs, obtain new interesting contents to broaden
the current coverage of certain topics in the site, suggest changes or additions
to words in the hyperlink descriptions, and at a smaller scale suggest to add new
links between related documents and revise links between unrelated documents in
a site.

We have implemented this model and applied it to different types of websites,
ranging from small to large, and in all cases the model helps to point out ways
to improve the site, even if this site does not have an internal search engine. We
have found our model specially useful on large sites, in which the contents have
become hard to manage for the site’s administrator.

This paper is organized as follows. Section 2 presents related work and
section 3 our model. Section 4 gives an overview of our evaluation and results.
The last section presents our conclusions and future work.

2 Related Work

Web mining [2] is the process of discovering patterns and relations in Web data.
Web mining generally has been divided into three main areas: content min-
ing, structure mining and usage mining. Each one of these areas are associated
mostly, but not exclusively, to these three predominant types of data found in a
website:

Content: The “real” data that the website was designed to give to its users. In
general this data consists mainly of text and images.

Structure: This data describes the organization of the content within the web-
site. This includes the organization inside a Web page, internal and external
links and the site hierarchy.

Usage: This data describes the use of the website, reflected in the Web server’s
access logs, as well as in logs for specific applications.

Web usage mining has generated a great amount of commercial interest [3,4].
The analysis of Web server logs has proven to be valuable in discovering many
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issues, such as: if a document has never been visited it may have no reason to
exist, or on the contrary, if a very popular document cannot be found from the
top levels of a website, this might suggest a need for reorganization of its link
structure.

There is an extensive list of previous work using Web mining for improv-
ing websites, most of which focuses on supporting adaptive websites [5] and
automatic personalization based on Web Mining [6]. Amongst other things, us-
ing analysis of frequent navigational patterns and association rules, based on
the pages visited by users, to find interesting rules and patterns in a website
[1,7,8,9,10]. Other research targets mainly modeling of user sessions, profiles
and cluster analysis [11,12,13,14,15].

Queries submitted to search engines are a valuable tool for improving websites
and search engines. Most of the work in this area has been directed at using
queries to enhance website search [16] and to make more effective global Web
search engines [17,18,19,20]. In particular, in [21] chains (or sequences) of queries
with similar information needs are studied to learn ranked retrieval functions for
improving Web search. Queries can also be studied to improve the quality of a
website. Previous work on this subject include [22] which proposed a method for
analyzing similar queries on Web search engines, the idea is to find new queries
that are similar to ones that directed traffic to a website and later use this
information to improve the website. Another kind of analysis based on queries,
is presented in [23] and consists of studying queries submitted to a site’s internal
search engine, and indicates that valuable information can be discovered by
analyzing the behavior of users in the website after submitting a query. This is
the starting point of our work.

3 Model Description

In this section we will present the description of our model for mining website
usage, content and structure, centered on queries. This model performs differ-
ent mining tasks, using as input the website’s access logs, its structure and the
content of its pages. These tasks also includes data cleaning, session identifi-
cation, merging logs from several applications and removal of robots amongst
other things which we will not discuss in depth at this moment, for more details
please refer to [24,25,26]. The following concepts are important to define before
presenting our model:

Session: A session is a sequence of document accesses registered for one user
in the website’s usage logs within a maximum time interval between each
request. This interval is set by default to 30 minutes, but can be changed
to any other value considered appropriate for a website [24]. Each user is
identified uniquely by the IP and User-Agent.

Queries: A query consists of a set of one or more keywords that are submitted
to a search engine and represents an information need of the user generating
that query.
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Information Scent: IS [27] indicates how well a word, or a set of words, de-
scribe a certain concept in relation to other words with the same semantics.
For example, polysemic words (words with more than one meaning) have
less IS due to their ambiguity.

In our model the structure of the website is obtained from the links between
documents and the content is the text extracted from each document. The aim
of this model is to generate information that will allow to improve the structure
and contents of a website, and also to evaluate the interconnections amongst
documents with similar content.

For each query that is submitted to a search engine, a page with results is
generated. This page has links to documents that the search engine considers
appropriate for the query. By reviewing the brief abstract of each document
displayed (which allows the user to decide roughly if a document is a good
match for his or her query) the user can choose to visit zero or more documents
from the results page. Our model analyzes two different types of queries, that
can be found in a website’s access registries. These queries are:

External queries: These are queries submitted on Web search engines, from
which users selected and visited documents in a particular website. They can
be discovered from the log’s referer field.

Internal queries: These are queries submitted to a website’s internal search
box. Additionally, external queries that are specified by users for a partic-
ular site, will be considered as internal queries for that site. For example,
Google.com queries that include site:example.com are internal queries for
the website example.com. In this case we can have queries without clicked
results.

Figure 1 (left) shows the description of the model, which gathers informa-
tion about internal and external queries, navigational patterns and links in the
website to discover IS that can be used to improve the site’s contents. Also the
link and content data from the website is analyzed using clustering of similar
documents and connected components. These procedures will be explained in
more detail in the following subsections.

3.1 Navigational Model

By analyzing the navigational behaviors of users within a website, during a
period of time, the model can classify documents into different types, such as:
documents reached without a search, documents reached from internal queries
and documents reached from external queries. We define these types of documents
as follows:

Documents reached Without a Search (DWS): These aredocuments that,
throughout the course of a session, were reached by browsing and without
the interference of a search (in a search engine internal or external to the
website). In other words, documents reached from the results page of a search
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Add URL
to DWS (URL = query) or

(REFERER not in DWS) or
(REFERER = query)

New session:
(REFERER = URL from another website) or
(REFERER = EMPTY) or
(REFERER in DWS)

Don’t add
URL to DWS

Same
as (1)

(REFERER = URL from another website) or
(REFERER = EMPTY) or
(REFERER in DWS)

New session:
(URL = query) or
(REFERER not in DWS) or
(REFERER = query)

Same
as (2)

(1)

(2)

Navigation

WebsiteExternal
queries

Internal
queries

Content Links

Content

Links

+

Information
scent

Clustering and
connected

components

Fig. 1. Model description (left) and heuristic for DWS (right)

engine and documents attained from those results, are not considered in this
category. Any document reached from documents visited previously to the
use of a search engine will be considered in this category.

Documents reached from Internal Queries (DQi): These are documents
that, throughout the course of a session, were reached by the user as a direct
result of an internal query.

Documents reached from External Queries (DQe): These are documents
that, throughout the course of a session, were reached by the user as a direct
result of an external query.

For future references we will drop the subscript for DQi and DQe and will refer
to these documents as DQ.

It is important to observe that DWS and DQ are not disjoint sets of docu-
ments, because in one session a document can be reached using a search engine
(therefore belonging to DQ) and in a different session it can also be reached
without using a search engine. The important issue then, is to register how many
times each of these different events occur for each document. We will consider
the frequency of each event directly proportional to that event’s significance for
improving a website. The classification of documents into these three categories
will be essential in our model for discovering useful information from queries in
a website.

Heuristic to Classify Documents. Documents belonging to DQ sets can be
discovered directly by analyzing the referer URL in an HTTP request to see
if it is equal to the results page of a search engine (internal or external). In
these cases only the first occurrence of each requested document in a session is
classified. On the other hand, documents in DWS are more difficult to classify,
due to the fact that backward and forward navigation in the browser’s cached
history of previously visited documents is not registered in web servers usage
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logs. To deal with this issue we created the heuristic shown in Figure 1, which is
supported by our empirical results. Figure 1 (right) shows a state diagram that
starts a new classification at the beginning of each session and then processes
sequentially each request from the session made to the website’s server. At the
beginning of the classification the set DWS is initialized to the value of the
website’s start page (or pages) and any document requested from a document
in the DWS set, from another website or from an empty referer (the case of
bookmarked documents) are added to the DWS set.

3.2 Query Classification

We define different types of queries according to the outcome observed in the
user’s navigational behavior within the website. In other words, we classify
queries in relation to: if the user chooses to visit the generated results and if
the query had results in the website. Our classification can be divided into two
main groups: successful queries and unsuccessful queries. Successful queries can
be found both in internal and external queries, but unsuccessful queries can only
be found for internal queries since all external queries in the website’s usage logs
were successful for that site.

Successful Queries. If a query submitted during a session had visited results
in that same session, we will consider it as a successful query. There are two types
of successful queries, which we will call A and B. We define formally classes A
and B queries as follows (see Figure 2):

Class A queries: Queries for which the session visited one or more results in
AD, where AD contains documents found in the DWS set. In other words,
the documents in AD have also been reached, in at least one other session,
browsing without using a search engine.

Class B queries: Queries for which the session visited one or more results in
BD, where BD contains documents that are only classified as DQ and not
in DWS. In other words documents in BD have only been reached using a
search in all of the analyzed session.

The purpose of defining these two classes of queries, is that A and B queries
contain keywords that can help describe the documents that were reached as a
result of these queries. In the case of A queries, these keywords can be used in
the text that describes links to documents in AD, contributing additional IS for
the existing link descriptions to these documents. The case of B queries is even
more interesting, because the words used for B queries describe documents in
BD better than the current words used in link descriptions to these documents,
contributing with new IS for BD documents. Also, the most frequent documents
in BD should be considered by the site’s administrator as good suggestions of
documents that should be reachable from the top levels in the website (this is
also true in minor extent for AD documents). That is, we suggest hotlinks based
on queries and not on navigation, as is usual. It is important to consider that
the same query can co-occur in class A and class B (what cannot co-occur is
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the same document in AD and BD!), so the relevance associated to each type
of query is proportional to its frequency in each one of the classes in relation to
the frequency of the document in AD or BD.

Unsuccessful Queries. If a query submitted to the internal search engine did
not have visited results in the session that generated it, we will consider it as an
unsuccessful query. There are two main causes for this behavior:

1. The search engine displayed zero documents in the results page, because
there were no appropriate documents for the query in the website.

2. The search engine displayed one or more results, but none of them seemed
appropriate from the user’s point of view. This can happen when there is
poor content or with queries that have polysemic words.

There are four types of unsuccessful queries, which we will call C, C’, D and
E. We define formally these classes of queries as follows (see Figure 2):

Class C queries: Queries for which the internal search engine displayed re-
sults, but the user choose not no visit them, probably because there were
no appropriate documents for the user’s needs at that moment. This can
happen for queries that have ambiguous meanings and for which the site
has documents that reflect the words used in the query, but not the concept
that the user was looking for. It can also happen when the contents of the
site do not have the specificity that the user is looking for. Class C queries
represent concepts that should be developed in depth in the contents of the
website with the meaning that users intended, focused on the keywords of
the query.

Class C’ queries: Queries for which the internal search engine did not display
results. This type of query requires a manual classification by the webmaster
of the site. If this manual classification establishes that the concept repre-
sented by the query exists in the website, but described with different words,
then this is a class C’ query. These queries represent words that should be
used in the text that describes links and documents that share the same
meaning as these queries.

Class D queries: As in class C’ queries, the internal search engine did not
display results and manual classification is required. However, if in this case,
the manual classification establishes that the concept represented by the
query does not exist in the website, but we believe that it should appear in
the website, then the query is classified as class D. Class D queries represent
concepts that should be included in documents in the website, because they
represent new topics that are of interest to users of the website.

Class E queries: Queries that are not interesting for the website, as there are
no results, but it’s not a class C’ or class D query, and should be omitted in
the classification1.

1 This includes typographical errors in queries, which could be used for a hub page
with the right spelling and the most appropriate link to each word.
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A B

Search
Engine

AD BD

Website

Browsing
Query Query

Documents reached browsing
and searching

Documents reached
searching

Zero results
visited

The concept
does not exist
in the website

The search engine
displayed more than
one result

The search engine
displayed zero results

Query

C

The concept exists
in the website

Manual
Classification

C’ D E
Not interesting

Search
Engine

Fig. 2. Successful queries (right) and unsuccessful queries (left)

Table 1. Classes of queries and their contribution to the improvement of a website

Class Concept Results Visited Significance Contribution Affected
exists displayed documents component

A yes yes DQ ∩ DWS low additional IS anchor text

B yes yes DQ \ DWS high new IS, anchor text,
add hotlinks links

C yes yes ∅ medium new content documents

C’ yes no — medium new IS anchor text,
documents

D no, but no — high new content anchor text,
it should documents

E no no — none — —

Each query class is useful in a different way for improving the website’s content
and structure. The importance of each query will be considered proportional to
that query’s frequency in the usage logs, and each type of query is only counted
once for every session. Table 1 shows a review of the different classes of queries.

Manual classification is assisted by a special interface in our prototype imple-
mentation. The classification is with memory (that is, an already classified query
does not need to be classified in a subsequent usage of the tool) and we can also
use a simple thesaurus that relates main keywords with its synonymous. In fact,
with time, the tool helps to build an ad-hoc thesaurus for each website.

3.3 Supplementary Tasks

Our Web mining model also performs mining of frequent query patterns, text clus-
tering and structure analysis to complete the information provided by different
query classes. We will present a brief overview of these tasks.
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Frequent Query Patterns. All of the user queries are analyzed to discover
frequent item sets (or frequent query patterns). Every keyword in a query is
considered as an item. The discovered patterns contribute general information
about the most frequent word sets used in queries. The patterns are then com-
pared to the number of results given in each case by the internal search engine, to
indicate if they are answered in the website or not. If the most frequent patterns
don’t have answers in the website, then it is necessary to review these topics to
improve these contents more in depth.

Text Clustering. Our mining model clusters the website’s documents accord-
ing to their text similarity (the number of clusters is a parameter to the model).
This is done to obtain a simple and global view of the distribution of content
amongst documents, viewed as connected components in clusters, and to com-
pare this to the website link organization. This feature is used to find documents
with similar text that don’t have links between them and that should be linked
to improve the structure in the website. This process generates a visual report,
that allows the webmaster of the website to evaluate the suggested improve-
ments. At this point, it is important to emphasize that we are not implying that
all of the documents with similar text should be linked, nor that this is the only
criteria to associate documents, but we consider this a useful tool to evaluate in
a simple, yet helpful way, the interconnectivity in websites (specially large ones).

The model additionally correlates the clustering results with the information
about query classification. This allows to learn which documents inside each
cluster belong to AD and BD sets and the frequency with which these events
occur. This supports the idea of adding new groups of documents (topics) of
interest to the top level distribution of contents of the website and possibly
focusing the website to the most visited clusters, and also gives information on
how documents are reached (only browsing or searching).

4 Evaluation

To test our model we used our prototype on several websites that had an internal
search engine, the details of the prototype can be found in [26]. We will present
some results from two of those sites: the first one, the website of a company
dedicated to providing domain name registrations and services, and the second
one, a portal targeted at university students and future applicants.

First Use Case. In Table 2 we present some results from the different query
classes obtained for the fist use case. This site does not have a large amount of
documents (approximately 1,130 documents) and its content, rather technical,
seems quite straightforward. We believe this was the reason for finding only class
A, B, C, D and E queries, but no class C’ queries in its reports.

In Table 2 we have several suggestions for additional IS obtained from class A
queries. Class B queries shown in this sample are very interesting, since they indi-
cate which terms provide new IS for anchor text of documents about “nslookup”,
“CIDR”, “trademarks” and “Web domains”, which were topics not found by
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Table 2. Sample of class A, B, C and D queries for the first use case

Class A
domains
Internet providers
syntax
electronic invoice
diagnosis tools

Class B
nslookup
CIDR
trademarks
lottery
Web domain

Class C
hosting
DNS
server
prices
web hosting

Class D
ASN

browsing in the site. Another interesting query in class B is “lottery”, which
shows a current popular topic within the registered domains in the site and
makes a good suggestion for a hotlink in the top pages of the website. On the
other hand, class C queries show that documents related mainly to topics on
“Web hosting services” should be developed more in depth in the website. The
only class D query found for this site, was “ASN”, which stands for a unique
number assigned by the InterNIC that identifies an autonomous system in the
Internet. This is a new topic that was not present in the contents of the site at
the moment of our study.

Second Use Case. The second use case, the portal targeted at university stu-
dents and future applicants, was the primary site used for our evaluation in this
paper. This site has approximately 8,000 documents, 310,000 sessions, 130,000
external and 14,000 internal queries per month. Using our model reports were
generated for four months, two months apart from each other. The first two
reports were used to evaluate the website without any changes, and show very
similar results amongst each other. For the following reports, improvements sug-
gested from the evaluation were incorporated to the site’s content and structure.
In this approach, the 20 most significant suggestions from the particular areas
of: “university admission test” and “new student application”, were used. This
was done to target an important area in the site and measure the impact of the
model’s suggestions. A sample of frequent query patterns found in the website
is shown in Table 3 and a sample of class A, B, C, C’ and D queries is presented
in Table 4.

The improvements were made mainly to the top pages of the site, and included
adding IS to link descriptions, adding new relevant links, suggestions extracted
from frequent query patterns, class A and B queries. Other improvements con-
sisted of broadening the contents on certain topics using class C queries, and
adding new contents to the site using class D queries. For example the site
was improved to include more admission test examples, admission test scores
and more detailed information on scholarships, because these where issues con-
stantly showing in class C and D queries. To illustrate our results we will show
a comparison between the second and third report. Figures 3, 4 and 5 show the
changes in the website after applying the suggestions. For Figure 5 the queries
studied are only the ones that were used for improvements.

In Figure 3 we present the variation in the general statistics of the site. After
the improvements were made, an important increase in the amount traffic from
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Table 3. Sample of frequent query patterns for the second use case (indicating which
ones had few answers)

Percent(%) Frequent pattern
3.55 admission test results
2.33 admission test scores
1.26 application results
1.14 scholarships
1.10 tuition fees
1.05 private universities
0.86 institutes
0.84 law school
0.80 career
0.74 courses
0.64 admission score
0.61 student loan
0.58 admission score
0.57 nursing
0.55 practice test (only 2 results)
0.54 engineering
0.53 psychology
0.53 credit
0.51 registration
0.51 grades
0.51 admission results (only 2 results)
0.49 architecture
0.44 student bus pass (only one answer)

Table 4. Sample of class A, B, C, C’ and D queries for the second use case

Class A
practice test
thesis
admission test preparation
university ranking
private universities
employment

Class B
university scholarships
admission test
admission test inscription
curriculum vitae
presentation letter
bookstores

Class C
admission test
admission test results
practice test
scholarships
careers

Class C’
government scholarships
diploma
evening school
mobility scholarship
humanities studies

Class D
Spain scholarships
waiting lists
vocational test
compute test score
salary

external search engines is observed (more than 30% in two months), which con-
tributes to an increase in the average number of page views per session per day,
and also in the number of sessions per day. The increase in visits from external
search engines is due to the improvements in the contents and link descriptions
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Fig. 3. General results

Fig. 4. Clicked results

in the website, validated by the keywords used on external queries. After the
improvements were made to the site, we can appreciate a slight decrease in the
number of internal queries and clicked documents from those queries. This agrees
with our theory that contents are being found more easily in the website and
that now less documents are accessible only through the internal search engine.
All of these improvements continue to show in the next months of analysis.
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Fig. 5. Internal (left) and external (right) query frequency

Fig. 6. Daily average number of external queries per month (normalized by the number
of sessions)

Figure 4 shows the comparison between the number of documents (results)
clicked from each query class, this number is relative to the numbers of queries in
each class. External and internal AD documents present an important
increase, showing that more external queries are reaching documents in the
website, and that those documents now belong to documents that are being
increasingly reached by browsing also. On the other hand BD documents con-
tinue to decrease in every report, validating the hypothesis that the suggested
improvements cause less documents to be only reached by searching. In Fig-
ure 5 the distribution of A, B and C queries can be appreciated for internal
and external queries. Internal queries show a decrease in the proportion of A
and B queries, and an increase in queries class C. For external queries, class A
queries have increased and class B queries have decreased, as external queries
have become more directed at AD documents.
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Fig. 7. Month to month percent variation of the daily average number of external
queries (normalized by the number of sessions)

Figures 6 and 7 show statistics related to the amount of external queries in
the website in months previous to the application of the model’s suggestions and
for the two months during and after they were applied (April and May). Usage
data for the month of February was incomplete in Figure 6 (due to circumstances
external to the authors) and had to be generated using linear interpolation with
the months unaffected by our study. The data presented in Figures 6 and 7 show
a clear increase above average in the volume of external queries that reached the
website during April and May, specially in the month of May when the increase
was in 15% compared to April, which is coherent with the fact that the results
from the prototype where applied at the end of March.

5 Conclusions and Future Work

In this paper we presented the first website mining model that is focused on
query classification. The aim of this model is to find better IS, contents and link
structure for a website. Our tool discovers, in a very simple and straight forward
way, interesting information. For example, class D queries may represent relevant
missing topics, products or services in a website. Even if the classification phase
can be a drawback at the beginning, in our experience, on the long run it is almost
insignificant, as new frequent queries rarely appear. The analysis performed by
our model is done offline, and does not interfere with website personalization.
The negative impact is very low, as it does not make drastic changes to the
website. Another advantage is that our model can be applied to almost any type
of website, without significant previous requirements, and it can still generate
suggestions if there is no internal search engine in the website.

The evaluation of our model shows that the variation in the usage of the
website, after the incorporation of a sample of suggestions, is consistent with
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the theory we have just presented. Even though these suggestions are a small
sample, they have made a significant increase in the traffic of the website, which
has become permanent in the next few reports. The most relevant results that
are concluded from the evaluation are: an important increase in traffic generated
from external search engines, a decrease in internal queries, also more documents
are reached by browsing and by external queries. Therefore the site has become
more findable in the Web and the targeted contents can be reached more easily
by users.

Future work involves the development and application of different query rank-
ing algorithms, improving the visualizations of the clustering analysis and ex-
tending our model to include the origin of internal queries (from which page
the query was issued). Also, adding information from the classification and/or
a thesaurus, as well as the anchor text of links, to improve the text clustering
phase. Our work could also be improved in the future by analyzing query chains
as discussed in [21] with the objective of using these sequences to classify un-
successful queries, specifically class C’ and E queries. Furthermore, we would
like to change the clustering algorithm to automatically establish the appropri-
ate number of clusters and do a deeper analysis of most visited clusters. The
text clustering phase could possibly be extended to include stemming. Another
feature our model will include is an incremental quantification of the evolution
of a website and the different query classes. Finally, more evaluation is needed
specially in the text clustering area.
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Abstract. Nowadays, the amount of available information, especially
on the Web and in Digital Libraries, is increasing over time. In this con-
text, the role of user modeling and personalized information access is
increasing. This paper focuses on the problem of choosing a represen-
tation of documents that can be suitable to induce concept-based user
profiles as well as to support a content-based retrieval process. We pro-
pose a framework for content-based retrieval, which integrates a word
sense disambiguation algorithm based on a semantic similarity measure
between concepts (synsets) in the WordNet IS-A hierarchy, with a rele-
vance feedback method to induce semantic user profiles. The document
representation adopted in the framework, that we called Bag-Of-Synsets
(BOS) extends and slightly improves the classic Bag-Of-Words (BOW)
approach, as shown by an extensive experimental session.

1 Introduction

Due to the impressive growth of the availability of text data, there has been
a growing interest in augmenting traditional information filtering and retrieval
approaches with Machine Learning (ML) techniques inducing a structured model
of a user’s interests, the user profile, from text documents [13]. These methods
typically require users to label documents by assigning a relevance score, and
automatically infer profiles exploited in the filtering/retrieval process.

There are information access scenarios that cannot be solved through straight-
forward matching of queries and documents represented by keywords. For ex-
ample, a user interested in retrieving “interesting news stories” cannot easily
express this form of information need as a query suitable for search engines. In
order to find relevant information in these problematic information scenarios, a
possible solution could be to develop methods able to analyze documents the
user has already deemed as interesting in order to discover relevant concepts to
be stored in his personal profile. Keyword-based approaches are unable to cap-
ture the semantics of the user interests. They are driven by a string-matching
operation: If a string is found in both the profile and the document, a match is
made and the document is considered as relevant. String matching suffers from
problems of polysemy, the presence of multiple meanings for one word, and syn-
onymy, multiple words having the same meaning. Due to synonymy, relevant
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information might be missed if the profile does not contain the exact keywords
occurring in the documents, while wrong documents might be deemed as relevant
because of the occurrence of words with multiple meanings.

These problems call for alternative methods able to learn more accurate pro-
files that capture concepts expressing users’ interests from relevant documents.

These semantic profiles will contain references to concepts defined in lexicons
or, in a further step, ontologies. This paper proposes a framework for content-
based retrieval integrating a word sense disambiguation (WSD) strategy based on
WordNet with a relevance feedback method to induce semantic user profiles [7].
The paper is organized as follows: Section 2 presents the task of learning user
profiles as a text categorization problem, Section 3 and 4 propose a strategy
based on WordNet to represent documents and describe how this representation
can be exploited by a relevance feedback method to learn semantic user profiles,
whose effectiveness is evaluated in Section 5. Conclusions are in Section 6.

2 Learning User Profiles as a Text Categorization
Problem

The content-based paradigm for information filtering is analogous to the rele-
vance feedback in information retrieval [17], which adapts the query vector by
iteratively absorbing user judgments on newly returned documents. In infor-
mation filtering the tuned query vector is a profile model that specifies both
keywords and their informative power. The relevance of a new item is measured
by computing a similarity measure between the query vector and the feature
vector representing the item. ML techniques generate a model that will predict
whether a new item is likely to be of interest, based on information previously
labeled by the user. ML techniques generally used are those well-suited for text
categorization(TC): an inductive process automatically builds a text classifier by
learning features of the categories [20]. We consider the problem of learning user
profiles as a binary TC task: each document has to be classified as interesting or
not with respect to user preferences. The set of categories is restricted to c+, rep-
resenting the positive class (user-likes), and c−, the negative one (user-dislikes).
We present a relevance feedback method able to learn profiles for content-based
filtering. The accuracy of the keyword-based profiles inferred by this method
will be compared to the accuracy of profiles learned by the same method using
documents indexed by WordNet.

2.1 Document Representation

In the classical bag of words (BOW) model, each feature corresponds to a single
word in the training set. We propose a bag of synsets model (BOS) in which
each document is encoded as a synset vector instead of as a word vector. The
task of WSD consists in deciding which of the senses of an ambiguous word is
invoked in a particular use of the word [11]. As for sense repository, we adopted
WordNet [7], in which nouns, verbs, adjectives and adverbs are organized into
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synsets (synonym sets), each representing one lexical concept. Synsets are linked
by different relations (is-a, part-of, etc.) and organized in hierarchies. The main
advantage of the BOS representation is that synonym words belonging to the
same synset can contribute to the user profile definition by referring to the
same concept. A WSD procedure reduces classification errors due to ambiguous
words, allowing a better precision. We addressed the WSD problem by proposing
an algorithm based on semantic similarity between synsets. In our application
scenario, documents are movie descriptions represented by slots. Each slot is
a textual field corresponding to a specific movie feature: title, cast, director,
summary and keywords. The text in each slot is represented by the BOS model
by counting separately the occurrences of a synset in the slots in which it appears.

More formally, assume that we have a collection of N documents. Let m be
the index of the slot, for n = 1, 2, ..., N , the n-th document is reduced to five
bags of synsets, one for each slot:

dm
n = 〈tmn1, t

m
n2, . . . , t

m
nDnm

〉
where tmnk is the k-th synset in slot sm of document dn and Dnm is the total
number of synsets appearing in the m-th slot of document dn. For all n, k and
m, tmnk ∈ Vm, which is the vocabulary for the slot sm (the set of all different
synsets found in slot sm). Document dn is finally represented in the vector space
by five synset-frequency vectors:
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where wm

nk is the weight of the synset tk in the slot sm of document dn and can
be computed in different ways: It can be simply the number of times synset tk
appears in slot sm or a more complex tf-idf score. The strategy we adopted to
weight synsets is described in Section 4.1.

2.2 Related Work

Our work was mainly inspired by:

– Syskill & Webert [15], that suggests to learn user profiles as Bayesian clas-
sifiers;

– ifWeb [1], that supports users in document searching by maintaining user
profiles which store both interests and explicit dis interests;

– SiteIF [10], which exploits a sense-based representation to build a user pro-
file as a semantic network whose nodes represent senses of the words in
documents requested by the user;

– Fab [2], which adopts a Rocchio [17] relevance feedback method to create and
update the user personal model (selection agent) that are directly compared
to determine similar users for collaborative recommendations.

According to these successful works, we conceived the content-based system
presented in this work as a text classifier able 1) to deal with a sense-based doc-
ument representation and 2) to distinguish between interests and dis interests of
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users. The strategy we propose to shift from a keyword-based document represen-
tation to a sense-based document representation is to integrate lexical knowledge
in the indexing step of training documents. Several methods have been proposed
to accomplish this task. In [18], WordNet is used to enhance neural network
learning algorithms. This approach makes use of synonymy alone and involves
a manual word sense disambiguation (WSD) step, whereas this paper exploits
both synonymy and hypernymy and is completely automatic. Scott and Matwin
proposed to include WordNet information at the feature level by expanding each
word in the training set with all the synonyms for it in WordNet, including those
available for each sense, in order to avoid a WSD process [19]. This approach
has shown a decrease of effectiveness in the obtained classifier, mostly due to the
word ambiguity problem. The work by Scott and Matwin suggests that some kind
of disambiguation is required. Subsequent works tried to investigate whether em-
bedding WSD in document classification tasks improves classification accuracy.
Hotho and Stumme used WordNet-based WSD and feature weighting to achieve
improvements of clustering results: They showed beneficial effects when back-
ground knowledge stored in WordNet is included into text clustering [8]. Bloed-
horn and Hotho compared three strategies to map words to senses: No WSD,
most frequent sense as provided by WordNet, WSD based on context [3]. They
found positive results on the Reuters 25178, the OSHUMED and the FAODOC
corpus. In [21], a WSD algorithm based on the general concept of Extended
Gloss Overlaps is used and classification is performed by a Support Vector Ma-
chine classifier applied to the two largest categories of the Reuters 25178 corpus
and two Internet Movie Database movie genres1. The relevant outcome of this
work is that, when the training set is small, the use of WordNet senses combined
with words improves the performance of the classifier. Also in a more recent
work [12], the authors provided a sound experimental evidence of the quality of
their approach for embedding WSD in classification tasks, especially when the
training sets are small.

3 A WordNet-Based Algorithm for Word Sense
Disambiguation

The goal of a WSD algorithm is to associate the most appropriate meaning or
sense s to a word w in document d, by exploiting its window of context (or more
simply context) C, that is a set of words that precede and follow w. The sense s is
selected from a predefined set of possibilities, usually known as sense inventory.
In the proposed algorithm, the sense inventory is obtained from WordNet. For
example, let us consider the document d: “The white cat is hunting the mouse”.
The text in d is processed by two basic phases: (a) tokenization, part-of-speech
tagging (POS) and lemmatization; (b) synset identification by WSD. Figure 1
shows how d is represented in each step of the phases (a) and (b). The original
sentence (1) is tokenized and, for each token, part of speech ambiguities are

1 www.imdb.com
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solved (2). Reduction to lemmas (3)(for example, verbs are turned to their base
form) is performed before deleting stopwords (4). Then, each word is assigned
to the most appropriate sense, represented by a sense identifier obtained from
WordNet(5).

The white cat is hunting the mouse (1)
The/DT white/JJ cat/NN is/VBZ hunting/VBG the/DT mouse/NN (2)
The/DT white/JJ cat/NN be/VB hunt/VB the/DT mouse/NN (3)

white/JJ cat/NN hunt/VB mouse/NN (4)
00373636 02037721 01108575 02244530 (5)

Fig. 1. The preprocessing of sentence “The white cat is hunting the mouse”. Each
token is labeled with a tag describing its lexical role in the sentence. NN=noun, singu-
lar - VB=verb, base form - VBZ=verb, is - VBG=verb, gerund form - JJ=adjective,
DT=determinative. According to its role, each token is assigned to the most appropri-
ate sense.

As for lemmatization and part-of-speech tagging we use the MontyLingua
natural language processor2 for English. Document d, after step (4) in Figure
1, is the input for the synset identification phase. The core idea behind the
proposed WSD algorithm is to disambiguate w by determining the degree of
semantic similarity among candidate synsets for w and those of each word in C.
Thus, the proper synset assigned to w is that with the highest similarity with
respect to its context of use. A crucial point is the choice of a suitable similarity
measure, by taking into account the specialness of the user profiling task we
are addressing. In the following, we discuss the choice of the semantic similarity
adopted in the WSD algorithm, before describing the complete procedure.

The semantic similarity measure. A natural way to evaluate semantic simi-
larity in a taxonomy is to evaluate the distance between the nodes corresponding
to the items being compared. The shorter the path from one node to another,
the more similar they are. The measure of semantic similarity adopted in this
work is the Leacock-Chodorow measure [9], which is based on the length of the
path between concepts in an is-a hierarchy. The idea behind this measure is
that similarity between synsets a and b is inversely proportional to the distance
between them in the WordNet is-a hierarchy, measured by the number of nodes
in the shortest path (the path having minimum number of nodes) from a to b
. The similarity is computed in the proposed WSD algorithm by the function
SinSim (lines 24-28): the path length Np is scaled by the depth D of the hier-
archy, where depth is defined as the length of the longest path from a leaf node
to the root node of the hierarchy. In a study conducted by [14], it is performed
a detailed analysis of the performances of several similarity measures using a
variety of different sources to determine the semantic relatedness of words. The
main finding of the study is that measures combining the structure of Word-
Net with information content values taken from corpora provided better results
2 http://web.media.mit.edu/hugo/montylingua
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with respect to measures that rely only on the concept hierarchy structure or
information content values. Information content of a concept is a measure of
the specificity of a concept in a hierarchy. It is usually estimated by counting
the frequency of that concept in a large corpus. If sense-tagged text is available,
frequency counts of concepts can be attained directly, since each concept will
be associated with a unique sense. If sense tagged text is not available (which
is the usual situation), it will be necessary to adopt an alternative counting
scheme. For example, Resnik [16] suggests counting the number of occurrences
of a word in a corpus, and then dividing that count by the number of different
senses associated with that word. This value is then assigned to each concept.
In our case, disambiguation is performed for the specific task of building a user
profile. Therefore, the corpus that should be adopted to estimate the frequency
of concepts is the set of documents on which the user provided ratings. It is
unreasonable to assume that this corpus is annotated with senses or that it is
sufficiently large to perform an alternative counting scheme as the one suggested
by Resnik. These problems do not allow to adopt measures based on corpus fre-
quencies and lead us to rely on an approach exclusively based on the knowledge
coming from WordNet.

The Word Sense Disambiguation procedure. In this section we describe
the WSD procedure based on the Leacock-Chodorow measure, and analyze each
step by using the sentence “The white cat is hunting the mouse” as exam-
ple. Let w=“cat” be the word to be disambiguated. The procedure starts by
defining the context C of w as the set of words in the same slot of w having
the same POS as w. In this case, the only noun in the sentence is “mouse”,
then C = {mouse}. Next, the algorithm identifies both the sense inventory for
w, that is X = {01789046: feline mammal, 00683044: computerized axial
tomography,. . .}, and the sense inventory Xj for each word wj in C. Thus,
Xj= {01993048: small rodents, 03304722: a hand-operated electronic
device that controls the coordinates of a cursor, . . . }. The sense in-
ventory T for the whole context C is given by the union of all Xj (in this
case, as C has a single word, then Xj = T ). After this step, we measure the
similarity of each candidate sense si ∈ X to that of each sense sh ∈ T and
then the sense assigned to w is the one with the highest similarity score. In the
example, SinSim(01789046: feline mammal, 01993048: small rodents) =
0.806 is the highest similarity score, thus w is interpreted as “feline mam-
mal”. Each document is mapped into a list of WordNet synsets following three
steps:

1. each monosemous word w in a slot of a document d is mapped into the
corresponding WordNet synset;

2. for each pair of words 〈noun,noun〉 or 〈adjective,noun〉, a search in WordNet
is made to verify if at least one synset exists for the bigram 〈w1, w2〉. In the
positive case, algorithm 1 is applied on the bigram, otherwise it is applied
separately on w1 and w2; in both cases all words in the slot are used as the
context C of the word(s) to be disambiguated;
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Algorithm 1 The WordNet-based WSD algorithm
1: procedure WSD(w, d) � finds the proper synset of a polysemous word w in

document d
2: C ← {w1, ..., wn} � C is the context of w. For example,

C = {w1, w2, w3, w4} is a window with radius=2, if the sequence of words
{w1, w2, w, w3, w4} appears in d

3: X ← {s1, ...sk} � X is sense inventory for w, that is the set of all candidate
synsets for w returned by WordNet

4: s ← null � s is the synset to be returned
5: score ← 0 � score is the similarity score assigned to s wrt to the context C
6: T ← ∅ � T is the set of all candidate synsets for all words in C
7: for all wj ∈ C do
8: if POS(wj) = POS(w) then � POS(y) is the part-of-speech of y
9: Xj ← {sj1, ...sjm} � Xj is the set of m possible senses for wj

10: T ← T ∪ Xj

11: end if
12: end for
13: for all si ∈ X do
14: for all sh ∈ T do
15: scoreih ← SinSim(si, sh) � computing similarity scores between si

and every synset sh ∈ T
16: if scoreih ≥ score then
17: score ← scoreih

18: s ← si � s is the synset si ∈ X having the highest similarity score
wrt the synsets in T

19: end if
20: end for
21: end for
22: return s
23: end procedure
24: function SinSim(a, b) � The similarity of the synsets a and b
25: Np ←the number of nodes in path p from a to b
26: D ←maximum depth of the taxonomy � In WordNet 1.7.1 D = 16
27: r ← −log(Np/2 · D)
28: return r
29: end function

3. each polysemous unigram w is disambiguated by algorithm 1, using all words
in the slot as the context C of w.

Our hypothesis is that the proposed indexing procedure helps to obtain profiles
able to recommend documents semantically closer to the user interests. The dif-
ference with respect to keyword-based profiles is that synset unique identifiers
are used instead of words. As an example, Figure 3 shows a fragment of the BOS
representation for the document presented in Figure 2. For readability reasons,
we show the natural language description of the synset provided by WordNet, in
addition to the synset unique identifier used in the actual implementation and
the number of occurrences of the synset.
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title: The Shining
director: Stanley Kubrick
cast: Jack Nicholson, Shelley Duvall, Danny Lloyd,
Scatman Crothers, Barry Nelson, Philip Stone,
Joe Turkel, Anne Jackson, Tony Burton, Lia
Beldam, Billie Gibson, Barry Dennen...
summary: A male novelist is having writer’s block.
He, his wife, and his young son become
the care-takers of a haunted hotel so
he can go back to writing again. Once they
start meeting the ghosts, they talk to
them by ’’shining’’ (telepathic conversation)...
keywords: extrasensory-perception, freeze-to-death, bar,
axe-murder, psychological-drama, child-in-peril,
whiskey, murder, winter...

Fig. 2. The five slots corresponding to the description of the movie “The Shining”

title: {shining-the work of making something shine by polishing it;
"the shining of shoes provided a meager living"-
434048: 1.0}
director: {stanley kubrick-United States filmmaker (born in 1928)-
9111534: 1.0}
cast: {}
summary: {male-(biology) being the sex (of plant or animal) that
produces gametes (spermatozoa) that perform the
fertilizing function in generation; "a male infant";
"a male holly tree"-1432909: 1.0,
novelist-someone who writes novels-
8492863: 2.0,...

keywords: {extrasensory perception-apparent power to perceive
things that are not present to the senses-
6047688: 1.0, freeze-be cold-00075821: 1.0,
death-the event of dying or departure from life-06904072: 1.0;
...}

Fig. 3. The Bag-of-synsets representation of the movie “The Shining”

4 A Relevance Feedback Method for Learning
WordNet-Based Profiles

In the Rocchio algorithm, documents are represented with the vector space model
and the major heuristic component is the tfidf word weighting scheme [17]:

tfidf(tk, dj) = tf(tk, dj)︸ ︷︷ ︸
TF

· log N

nk︸ ︷︷ ︸
IDF

(1)
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where N is the total number of documents in the training set and nk is the num-
ber of documents containing the term tk. TF (tk, dj) computes the frequency of
tk in document dj . Learning combines vectors of positive and negative examples
into a prototype vector −→c for each class in the set of classes C. The method
computes a classifier −→ci = 〈ω1i, . . . , ω|T |i〉 for category ci (T is the vocabulary,
that is the set of distinct terms in the training set) by means of the formula:

ωki = β ·
∑

{dj∈POSi}

ωkj

|POSi| − γ ·
∑

{dj∈NEGi}

ωkj

|NEGi| (2)

where ωkj is the tfidf weight of the term tk in document dj , POSi and NEGi

are the set of positive and negative examples in the training set for the specific
class ci, β and γ are control parameters that allow setting the relative importance
of all positive and negative examples. To assign a class c̃ to a document dj ,
the similarity between each prototype vector −→ci and the document vector −→

dj is
computed and c̃ will be the ci with the highest value of similarity. We propose
a modified version of this method able to manage documents structured in slots
and represented by WordNet synsets. As reported in Section 2.1, each document
dj is represented in the vector space by five synset-frequency vectors:

fm
j = 〈wm

j1, w
m
j2, . . . , w

m
jDjm

〉

where Djm is the total number of different synsets appearing in the m-th slot of
document dj and wm

jk is the weight of the synset tk in the slot sm of document
dj , computed according to a synset weighting strategy described in the next
section.

4.1 Synset Weighting Strategy

Term selection techniques scores each term in T , the set of all terms in the
training set, by a class-based Term Evaluation Function (TEF) f , and then
selects a set T ′ of terms that maximize f . TEFs used in TC try to capture the
intuition according to which the most valuable terms for categorization under ci

are those that are distributed most differently in the sets of positive and negative
examples of ci [20]. In [5], it is proposed that TEFs could be better substitutes
of idf-like functions. Instead of discarding scores that TEFs attribute to terms
after selecting those that will be included in the document representation, they
are used also in the term weighting phase. According to this idea, we propose the
use of Synset Evaluation Functions (SEFs) in the synset weighting phase. The
proposed SEFs are obtained by modifying two TEFs: the Gain Ratio [20] and
the Max Term Frequency-Square Page Frequency [4]. The modified Gain Ratio
computes how much information the synset tk in slot sm gives about class ci:

GR(tk, ci, sm) =

∑
c∈{ci,ci}

∑
t∈{tk,tk} P (t, c, sm)log2

P (t,c,sm)
P (t,sm)P (c)

− ∑
c∈{ci,ci} P (c)log2P (c)

(3)
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The score of a synset tk that appears in the slot sm of a document dj belonging
to class ci is computed as:

wm
kj = sfidf(tk, dj , sm) · SEF (tk, ci, sm) (4)

where sfidf(tk, dj , sm) is the synset frequency-inverse document frequency, com-
puted as in Equation (5) by counting occurrences of the synsets separately in
each slot. SEF (tk, ci, sm) is the score computed by the selected synset evaluation
function. Notice that, in our profile learning problem, item descriptions belong
to specific categories: this means that we consider movies already classified by
“genre” (horror, action, etc.). Our aim is to learn a profile of preferred movies by
a user for each “genre” G he/she provided ratings. This condition is important
when computing sfidf(tk, dj , sm):

sfidf(tk, dj , sm) = sf(tk, dj , sm) · log
|G|

#G(tk, sm)︸ ︷︷ ︸
IDF

(5)

where |G| is the number of documents in genre G, #G(tk, sm) denotes the num-
ber of documents in “genre” G in which tk occurs at least once in slot sm.
sf(tk, dj , sm) is computed as follows:

sf(tk, dj , sm) =
{

1 + log#(tk, dj , sm) if #(tk, dj , sm) > 0
0 otherwise (6)

In Equation (6) #(tk, dj , sm) denotes the number of times tk occurs in slot sm

of document dj . The idea in Equation (4) is that the most informative synsets
of user preferences for genre G are rare synsets for G (high idf value) that are
distributed most differently in the sets of positive and negative examples of ci

(high SEF value). Thus, we decided to use also the idf score in our weighting
approach, instead of replacing it by the SEF scores, as suggested in [5]. The other
SEF we employ in our study is obtained by modifying the TEF presented in [4],
where authors show that the proposed feature selection technique compares fa-
vorably with respect to other well-known approaches. However, we modified this
measure to adjust it to the slot document representation. Given the training
document dj , belonging to class ci, for each synset tk in the slot sm, the fre-
quency sf(tk, dj , sm) of the synset in the document is computed. Then, for each
class ci, synset tk, and slot sm, the following statistics are computed:

– MaxSF(tk, ci, sm), the maximum value of sf(tk, d, sm) on all training doc-
uments d of class ci;

– DF (tk, ci, sm), the document frequency, that is, the percentage of documents
of class ci in which the synset tk occurs in the slot sm;

– ICF (tk, sm) = 1/CF (tk, sm), where CF (tk, sm) (class frequency) is the
number of class in which the synset tk occurs in slot sm.

The score SEF (tk, ci, sm) is given by the product of MaxSF, DF and ICF . We
call this measure Max Synset Frequency-Document Frequency. We introduced



28 M. Degemmis, P. Lops, and G. Semeraro

also another variant of MaxSF-DF-ICF that takes into account both document
representation and ratings given by users. This measure, that we call Weighted
Max Synset Frequency-Document Frequency (weighted MaxSF-DF-ICF), uses
ratings given by users to weight the occurrences of synsets and to compute DF
and ICF (weights range between 0 and 1). The statistics are modified as follows:

– MaxSF(tk, ci, sm) - the weighted maximum value of SF(tk, d, sm) on all
training documents d of class ci, where occurrences are weighted using rat-
ings. For example, if the maximum number of occurrences of tk in the slot sm

of documents in class ci is 5, and, given that the weight of dj (the document
in which the maximum number of occurrences is observed) in ci is 0.7, then
MaxSF(tk, ci, sm) = 3.5;

– DF (tk, ci, sm) - the weighted document frequency, that is, the weighted per-
centage of documents of class ci in which the synset tk occurs in the slot sm.
For example, consider d1 (weight=1.0) and d2 (weight=0.6) belonging to ci.
If tk occurs in slot sm of d1, then DF (tk, ci, sm) = 1.0/1.6 = 0.625, while in
the not-weighted variant DF (tk, ci, sm) = 0.5.

– ICF (tk, ci, sm) - the weighted inverse category frequency, computed as:

ICF (tk, ci, sm) =
1

1 +
∑

j �=i DF (tk, cj , sm)
(7)

For example, let’s consider d1 (weight=0.8) and d2 (weight=0.6), belonging
to class c+, and d3 (weight=0.2) and d4 (weight=0.4), belonging to class c−.
If tk occurs in slot sm both of d1 and d3, then ICF (tk, c+, sm) = 0.75 and
ICF (tk, c−, sm) = 0.636, while in the not-weighted variant ICF (tk, sm) =
0.5. In the not-weighted variant, the ICF score is the same for all classes,
because we don’t consider the weights of the documents in which tk appears.
In the weighted variant, if a synset appears in both classes, we take into
account if documents belonging to one class in which tk occurs are “heavier”
than documents belonging to the other class in which tk appears.

The final SEF score is computed as for not-weighted variant. In conclusion, in the
experiments reported in section 5, we use three different SEFs: 1) Gain Ratio,
Equation (3); 2) Maxsf-DF-ICF; 3) weighted Maxsf-DF-ICF.

4.2 Synset-Based Profiles

Given a user u and a set of rated movies in a specific genre (e.g. Comedy),
the aim is to learn a profile able to recognize movies liked by the user in that
genre. Learning consists in inducing one prototype vector for each slot : these five
vectors will represent the user profile. Each prototype vector could contribute in a
different way to the calculation of the similarity between the vectors representing
a movie and the vectors representing the user profile. The algorithm learns two
different profiles −→pi = 〈ωm

1i , . . . , ω
m
|Tm|i〉, for a user u and a category ci by using

the ratings given by the user on documents in ci. The rating ru,j on the document
dj is a discrete judgment ranging from 1 to 6 used to compute the coordinates
of the vectors in both the positive and the negative user profile:
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ωm
ki =

∑
{dj∈POSi}

ωm
kj · r′u,j

|POSi| (8) ωm
ki =

∑
{dj∈NEGi}

ωm
kj · r′u,j

|NEGi| (9)

where r′u,j is the normalized value of ru,j ranging between 0 and 1 (respec-
tively corresponding to ru,j = 1 and 6), POSi = {dj ∈ Tr|ru,j > 3}, NEGi

= {dj ∈ Tr|ru,j ≤ 3}, and ωm
kj is the weight of the synset tk in the slot sm of

document dj , computed as in equation (4), where the idf factor is computed
over POSi or NEGi depending on the fact that the synset tk is in the slot sm

of a movie rated as positive or negative (if the synset is present in both positive
and negative movies two different values for it will be computed). Computing
two different idf values for a synset led us to consider the rarity of a synset in
positive and negative movies, in an attempt to catch the informative power of
a synset in recognizing interesting movies. Equations (8) and (9) differ from the
classical formula in the fact that the parameters β and γ are substituted by the
ratings r′u,j that give a different weight to each document in the training set.
The similarity between a profile −→pi and a movie −→

dj is obtained by computing five
partial similarity values between each pair of corresponding vectors in −→pi and −→

dj .
A weighted average of the five values is computed, assigning a different weight
αs to reflect the importance of a slot in classifying a movie. In our experiments,
we used α1 = 0.1 (title), α2 = 0.15 (director), α3 = 0.15 (cast), α4 = 0.25
(summary) and α5 = 0.35 (keywords). The values αs were decided according to
experiments not reported in the paper due to space limitations. We considered
different values for each αs and repeated the experiments reported in section 5
using the selected values. The values reported here are those that allowed to
obtain the best predictive accuracy. Since the user profile is composed by both
the positive and the negative profiles, we compute two similarity values, one for
each profile. The document dj is considered as interesting only if the similarity
value of the positive profile is higher than the similarity of the negative one.

5 Experimental Sessions

The goal of experiments was to evaluate if synset-based profiles had a better
performance than word-based profiles. Experiments were carried out on a col-
lection of 1, 628 textual descriptions of movies rated by 72, 916 real users, the
EachMovie dataset. Movies are rated on a 6-point scale mapped linearly to the
interval [0,1]. The content of each movie was collected from the Internet Movie
Database3 by a crawler. Tokenization, stopword elimination and stemming have
been applied to obtain the BOW. Documents indexed by the BOS model have
been processed by tokenization, stopword elimination, lemmatization and WSD.
Movies are categorized into different genres. For each genre or category, a set of
100 users was randomly selected among users that rated n items, 30 ≤ n ≤ 100
in that movie category (only for genre ‘animation’, the number of users that
rated n movies was 33, due to the low number of movies if that genre). For each
3 IMDb, http://www.imdb.com
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Table 1. 10 ‘Genre’ datasets obtained from the original EachMovie dataset

Id Genre Genre Number of Movies rated % POS % NEG
1 Action 4,474 72 28
2 Animation 1,103 57 43
3 Art Foreign 4,246 76 24
4 Classic 5,026 92 8
5 Comedy 4,714 63 37
6 Drama 4,880 76 24
7 Family 3,808 64 36
8 Horror 3,631 60 40
9 Romance 3,707 73 27
10 Thriller 3,709 72 28

39,298 72 28

category, a dataset of at least 3000 triples (user,movie,rating) was obtained (at
least 990 for ‘animation’). Table 1 summarizes the data used for experiments.
The number of movies rated as positive and negative in that genre is balanced
in datasets 2, 5, 7, 8 (55-70 % positive, 30-45% negative), while is unbalanced
in datasets 1, 3, 4, 6, 9, 10 (over 70% positive). Documents have been disam-
biguated using Algorithm 1, obtaining a feature reduction of 38% (172, 296 words
vs. 107, 990 synsets). This is mainly due to the fact that bigrams are represented
using only one synset and that synonym words are represented by the same
synset. Classification effectiveness was evaluated by the classical measures pre-
cision, recall and F-measure [20]. We adopted the Normalized Distance-based
Performance Measure (NDPM) [22] to measure the distance between the rank-
ing imposed on items by the user ratings and the ranking predicted by the
Rocchio method, that ranks items according to the similarity to the profile of
the class likes. Values range from 0 (agreement) to 1 (disagreement). In the
experiments, a movie is considered as relevant by a user if the rating r ≥ 3,
while the Rocchio method considers an item as relevant if the similarity score
for the class likes is higher than the one for the class dislikes. We executed one
experiment for each user. Each experiment consisted in 1) selecting ratings of
the user and the content of the movies rated by that user; 2) splitting the se-
lected data into a training set Tr and a test set Ts ; 3) using Tr for learning the
corresponding user profile; 4) evaluating the predictive accuracy of the induced
profile on Ts, using the aforementioned measures. The methodology adopted
for obtaining Tr and Ts was the 10-fold cross validation. Table 2 defines the
experimental plan and reports results obtained on average over all 10 genres.
Results subdivided by genre are reported in Table 3 only for experiment D, that
provided the better performance. The first column of the Table 2 indicates the
experiment identifier, the second one defines whether user ratings or simply a
binary relevance judgment have been used to label training examples. In case
of binary feedback, parameters used to weight positive and negative training
examples were respectively β = 16 and γ = 4 (see [20] for more details). The
third column specifies the Synset Evaluation Functions used in the experiments.
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Table 2. Experimental plan and performance of profiles in the two models

Precision Recall F1 NDPM
Exp.Ratings Synset Evaluation Function BOW BOS BOW BOS BOW BOS BOW BOS

A Y N 0.74 0.75 0.80 0.82 0.75 0.77 0.45 0.44
B Y Gain Ratio 0.73 0.74 0.80 0.83 0.75 0.77 0.43 0.44
C Y MaxSF-DF-ICF 0.74 0.76 0.78 0.80 0.74 0.76 0.45 0.44
D Y Weighted MaxSF-DF-ICF 0.74 0.76 0.81 0.84 0.76 0.78 0.44 0.44
E N N 0.73 0.76 0.79 0.83 0.75 0.77 0.45 0.45
F N Gain Ratio 0.70 0.74 0.76 0.83 0.71 0.77 0.43 0.44
G N MaxSF-DF-ICF 0.74 0.76 0.76 0.79 0.73 0.75 0.45 0.45
Mean 0.73 0.75 0.79 0.82 0.74 0.77 0.44 0.44

Table 3. Comparison between the BOW and the BOS approach

Precision Recall F1 NDPM
Id Genre

BOW BOS BOW BOS BOW BOS BOW BOS
1 0.74 0.75 0.84 0.86 0.76 0.79 0.46 0.44
2 0.65 0.64 0.70 0.70 0.68 0.63 0.34 0.38
3 0.77 0.85 0.80 0.87 0.77 0.84 0.46 0.48
4 0.92 0.94 0.94 0.96 0.93 0.94 0.45 0.43
5 0.67 0.69 0.72 0.75 0.67 0.70 0.44 0.46
6 0.78 0.79 0.84 0.87 0.80 0.81 0.45 0.45
7 0.68 0.74 0.79 0.84 0.73 0.77 0.41 0.40
8 0.64 0.69 0.78 0.84 0.69 0.73 0.42 0.44
9 0.75 0.76 0.83 0.85 0.76 0.77 0.48 0.48
10 0.74 0.75 0.84 0.85 0.77 0.78 0.45 0.44

Mean 0.74 0.76 0.81 0.84 0.76 0.78 0.44 0.44

In the BOW model, evaluation functions are used to weight words instead of
synsets.

From the results in Table 2, we can say that the use of ratings as parame-
ters to weigh training examples produces a positive effect on the performance
of the classifier, with both the BOW-based indexing and the BOS-based one.
By observing the behavior of the different synset evaluation functions, we note
that the best performance is obtained in experiment D, by using the proposed
Weighted Max Synset Frequency-Document Frequency. Specifically, both pre-
cision and recall increased (+2% and +3%, respectively), thus also F-measure
improved. In more detail (Table 3), the BOS model outperforms the BOW model
in precision on datasets 3 (+8%), 7 (+6%), and 8 (+5%). No improvement has
been observed only on dataset 2. This is probably due both to the low number
of ratings and to the specific features of the movies, in most cases stories, that
make difficult the disambiguation task. Similar results have been observed as
regards recall and F-measure. This could be an indication that the improved
results are independent from the distribution of positive and negative examples
in the datasets: the number of movies rated as positive and negative is balanced
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in datasets 7 and 8, while is strongly unbalanced in dataset 3. NDPM has not
been improved, but it remains acceptable. This measure compared the ranking
imposed by the user ratings and the similarity score for the class c+: further
investigations will be carried out to define a better ranking score for computing
NDPM, that will take into account the negative part of the profile as well. It
could be noticed from the NDPM values that the relevant / not relevant clas-
sification is improved without improving the ranking. The general conclusion is
that the BOS method has improved the classification of items whose score (and
ratings) is close to the relevant / not relevant threshold, thus items for which
the classification is highly uncertain (thus minor changes in the ranking have not
modified the NDPM values). A Wilcoxon signed ranked test (p < 0.05) has been
performed to validate the results. We considered each experiment as a single trial
for the test. The test confirmed that there is a statistically significant difference
in favor of the BOS model with respect to the BOW model as regards precision,
recall and F-measure, and that the two models are equivalent in defining the
ranking of the preferred movies with respect to the score for the class “likes”.

6 Conclusions and Future Work

We presented a framework for content-based retrieval integrating a relevance
feedback method with a WSD strategy based on WordNet for inducing semantic
user profiles. Our hypothesis is that substituting words with synsets produces a
more accurate document representation that could be successfully used by learn-
ing algorithms to infer more accurate user profiles. This hypothesis is confirmed
by the experimental results, since, as expected, a synset-based classification al-
lows to prefer documents with high degree of semantic coherence, which is not
guaranteed in case of a word-based classification. As a future work, we will eval-
uate the effectiveness of the WSD algorithm, by comparing its performance to
state-of-the-art systems. Moreover, a comparison of BOS representation with
other techniques that replace words by “topics” [6] will be carried out.
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Abstract. Monitoring public attention for a topic is of interest for many
target groups like social scientists or public relations. Several examples
demonstrate how public attention caused by real-world events is accom-
panied by an accordant visibility of topics on the web. It is shown that
the hitcount values of a search engine we use as initial visibility values
have to be adjusted by taking the semantic relations between topics into
account. We model these relations using semantic networks and present
an algorithm based on Spreading Activation that adjusts the initial visi-
bilities. The concept of co-visibility between topics is integrated to obtain
an algorithm that mostly complies with an intuitive view on visibilities.
The reliability of search engine hitcounts is discussed.

1 Introduction

Social scientists have invested much effort in manually analyzing daily news while
trying to monitor public awareness for certain topics (see e. g. [1]). Especially
in nowadays information society, the topics that are visible in public discussions
across different kinds of media tend to change rapidly. It becomes increasingly
important for organizations to be present in the minds of people and to evaluate
public relations activities [2], be it a company competing for customers’ attention
or a non-profit organization trying to arouse public awareness for their concerns
(see also work on attention economies, e. g. [3]). The undoubted primacy of the
internet raises the question whether public visibility of topics goes along with
an accordant visibility of these topics on the web. If such a correlation between
real world events and online visibility exists, monitoring topics on the web could
give an important indicator for the target groups mentioned above.

In this paper, we aim at providing methods to support the monitoring of the
visibility of topics on the internet. We do not deal with topic detection, but
assume a user who previously knows the topics of interest. We thereby take a
quite broad view of what is regarded as a topic: anything that can draw public
attention on itself (and is expressible by some kind of search term), ranging
from typical discussion group topics like ‘climate policy’ to persons like ‘George
Bush’ or even something basic like ‘Christmas’. We propose a simple way to
measure the visibility of topics, based on hitcount values of a search engine,

M. Ackermann et al. (Eds.): EWMF/KDO 2005, LNAI 4289, pp. 34–50, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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Fig. 1. Estimated hitcount values (Google) for ‘Weihnachten’ (Christmas) and ‘Fa-
sching’ (Carnival) in time

present examples indicating that real world events actually do have an impact on
visibility on the web and introduce the concept of topic co-visibility (section 2).

It is often not sufficient to monitor just a single topic, rather several semanti-
cally related topics need to be observed simultaneously. We show how to correct
our initial visibility values by adding knowledge about the semantical relations
between topics (section 3). In this context, we contribute a new algorithm based
on Spreading Activation (section 4).

In section 5 we report on the experiences we made concerning the reliability of
the hitcounts of the search engine we used for our case studies. At last (section 6)
we give a short summary and a view on current research.

2 Visibility and Co-visibility

2.1 Visibility

Our first objective was to find an appropriate measure for the visibility of a topic
in internet communication processes. However, possible measures depend on the
communication process analyzed, for instance messages in a newsgroup should
be treated differently than a collection of documents without link structure.
We define the visibility of a given topic by vis(top) = hitcount(“top”) with
hitcount(“top”) being the number of pages found on the search term “top” by
a given search engine.1

1 For all examples given in this paper we used the estimated hitcount values of the
Google Web API (http://www.google.com/apis/). Note that hitcount values from
search engines (especially from Google) are usually estimated and not exact.
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Fig. 2. Estimated hitcount values (Google) for ‘Klimapolitik’ (climate policy) on the
domains www.greenpeace.org and www.wwf.de in time

Fig. 1 shows the developing of the visibility for the topics ‘Weihnachten’ 2

(Christmas) and ‘Fasching’ (Carnival) from Dec. 28, 2004 to Jan. 19, 2005. Ob-
viously, the course of seasons leaves its traces on the internet. The visibility of
‘Weihnachten’ actually decreased by 25%. This is not a trivial finding for often
web pages are created for a certain event but not necessarily removed afterwards,
so we did not anticipate such a rapid decrease. The continuous growth of the
web suggested that most of the webpages are kept.

The simultaneous change of visibility of one topic in different places is shown
in Fig. 2, monitoring the topic ‘Klimapolitik’ (climate policy) from Dec. 27, 2004
to Jan. 19, 2005 in the two domains www.greenpeace.org and www.wwf.de. This
clearly demonstrates the similarity of discussed topics among different sources.
We will return to the example of climate policy below.

An impressive use case for the usability of the simple hitcount visibility mea-
sure in the context of marketing evaluation is described in [4] and should be
mentioned at this point: in January 2005, a German company from the pharma-
ceutical branch (Dr.Kurt Wolff GmbH&Co. KG, brand name Alpecin) launched
a new hair liquid called ‘After Shampoo Liquid’ with a special chemical com-
pound as new ingredient, the ‘Coffein-Complex’. There were marketing attempts
in German media to promote this ‘After Shampoo Liquid’. Commercials were
emphasizing the ‘Coffein-Complex’ and encouraging consumers to visit the com-
pany’s website and try the ‘Glatzenrechner’ (‘balding calculator’3). A successful
marketing campaign should draw public attention on the product and therefore

2 All analysis for this paper was done in German.
3 http://www.alpecin.de/en/balding-calculator/
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in time

raise public visibility. We monitored the topics ‘Coffein-Complex’ (Fig. 3) and
‘Glatzenrechner’ (Fig. 4) from Jan. 12, 2005 to Mar. 5, 2005 and detected sig-
nificant changes in visibility: ‘Coffein-Complex’ started with a hitcount of 3 and
increased up to 65 on Feb. 22 before going down to the level of around 43. This
shows how a product-related term or technology that did almost not exist on
the internet can gain visibility through marketing actions. ‘Glatzenrechner’ was
already present with a hitcount of 445, but more than doubled its hitcount to
reach a maximum of 1030 on Feb. 5 before it approached a hitcount around 500.

Although the idea to measure visibility by hitcount values seems trivial and
does not take the link structure or additional information into account, it has
three main advantages:

1. It is based on existing search engines and therefore implemented quite easily.
2. It allows automated daily monitoring with only little effort.
3. It scales from monitoring visibilities from a certain domain to the whole

(accessible) internet.

Defining topic visibility by the hitcount of one search term will hardly suit
all use cases. Complex topics like ‘US foreign policy during the cold war and its
impacts on the German economy’ often do not fulfill this requirement. However,
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Fig. 5. Bar visualization of hitcount- and co-hitcount values (Google) for ‘climate pol-
icy’, ‘climate conference’ and ‘Kyoto’ (on www.greenpeace.org) at July 23, 2005. The
graph shows the hitcount values (left/right), co-hitcount values (center) and the num-
ber of pages containing only one of two topics (left-centered/right-centered).

our analysis showed that it suffices for many cases and gives a useful base for
the more complex models described in the following sections.

2.2 Co-visibility

To be able to describe dependencies between different topics we introduce the
measure of co-visibility of two topics4 based on co-occurrence: Two topics top1
and top2 co-occurring in a large number of documents should have something
in common.5 We measure the co-occurence with a co-hitcount value which we
define as the hitcount of a search engine when searching for “top1 AND top2”
(Fig. 5).

Again, an example from [4] illustrates how the co-hitcount of two topics can
be used in a marketing scenario: in August 2005, all German carriers in the
mobile phone market started offering flatrate contracts6, called ‘handyflatrate’
(the German term for a mobile phone is ‘handy’). Figure 6 shows the visibility of
‘handyflatrate’ from Aug. 3 to Aug. 24: it doubled in the beginning and returned
to a hitcount of around 150.7

Figure 7 shows the co-hitcounts of the German main carriers T-Mobile, Voda-
fone, O2, E-Plus and Debitel with ‘handyflatrate’: all carriers gained visibility
and it is obvious that the three biggest carriers generally had the highest values.
However, the curve of E-Plus grows steadily and almost reaches that of the very
big carrier Vodafone, while all other carriers settle on their level or even decrease.
The same is revealed by Fig. 8 comparing the relative co-hitcounts (‘attention
shares’) for carrier plus ‘handy’ and carrier plus ‘handyflatrate’ on Aug. 25. Note
4 We restrict ourselves to two topics, generalization for three or more topics is possible.
5 Whatever this “something” is. It is often not semantic closeness for authors not

necessarily use synonyms within one text. So the interpretation of co-visibility has
to be left to the user.

6 ‘Pay a constant amount of money per month and phone as long as you want’.
7 All these monitorings were restricted on the domain ‘de’ to focus on the German

market.
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Fig. 9. Estimated hitcount values (Google) for ‘Klimapolitik’ (climate policy) [left] and
‘Kyoto’ [right] on www.greenpeace.org

that we could not use pure carrier hitcounts because of the special string ‘O2’
(we do not want to count pages related to oxygen). This diagram shows that
E-Plus could increase their co-hitcount in the field of handyflatrates, compared
to the overall hitcount of the company itself. This example illustrates how co-
hitcounts can be used to link products with companies to analyze a market with
different competitors under the aspect of public attention.

Anyhow, for many applications not the total number of pages is of interest, but
the ratio between the number of pages containing both topics and the number
of pages containing at least one of them. So we define

covisi(top1, top2) =
cohitcount(“top1”, “top2”)

hitcount(“topi”)
, i ∈ {1, 2}

which allows us to determine the degree of connection between several terms
(currently or monitored in time).

3 Semantic Relations Between Topics

3.1 The Insufficiency of the Simple Visibility Measure

We tracked our example of climate policy in the domain www.greenpeace.org
some further weeks and expected a rise in visibility on Feb. 16, 2005. At that date,
90 days after the ratification by Russia, the Kyoto protocol became effective. We
expected important events like this to stimulate discussions on the topic climate
policy and to be measurable in a domain dealing with environmental protection.
Our results, pictured in Fig. 9 [left], did not support this hypothesis.

Contrariwise, the right side of Fig. 9 evidences an immense visibility gain for
the topic ‘Kyoto’ in the same domain. This is easy to explain: an author writing
an article for www.greenpeace.org reporting on the latest news on the Kyoto
protocol will not necessarily use the phrase ‘Klimapolitik’, but definitely the word
‘Kyoto’. On the other hand, doing without ‘Klimapolitik’ and monitoring only
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‘Kyoto’ will not work likewise, for we cannot know a priori what will happen, so
monitoring of at least the two topics ‘Klimapolitik’ and ‘Kyoto’ seems advisable.
In general, this demonstrates the necessity to monitor more than one topic, more
precisely several topics that are semantically related.

3.2 Semantic Network of Topics

We represent the following kind of relation between topics: two topics are se-
mantically related, if the visibility of one topic automatically raises the visibility
of the other. In other words: If a discussion on top1 to a certain degree au-
tomatically concerns top2, we designate top1 as semantically related to top2.
Additionally, a weight W(top1, top2) ∈ [0, 1] qualifies the closeness of each rela-
tion with high values denoting a close relation. Take the topics HIV and aids
as an example: A discussion on aids almost always also concerns HIV, for aids
is always caused by the HI-virus. Actually, the two terms are quite often used
synonymically. Further on, in the context of an environmental website, the topic
Kyoto will rather reference the topic climate conference than the city of Kyoto,
so a high semantical relation from Kyoto to climate conference exists. Note that
our concept of semantical relationship is not symmetrical, e. g. a discussion on
climate conference does not automatically as well concern Kyoto. Modeling the
relations between several topics, we obtain a directed and weighted graph of
topics, like illustrated in Fig. 10 for our example of climate policy. This graph
corresponds to the well-known concept of semantic networks8. Keep in mind
that the modeling of semantic topic networks certainly heavily depends on the
context and the view of the modeler and cannot be specified objectively. In the
case of the 0.9 between ‘Kyoto’ and ‘climate conference’ in Fig. 10, for example,
this weight seems much too high for Kyoto might also refer to normal pages of
the city Kyoto. But in the context of the domain www.greenpeace.org, Kyoto
will almost always refer to a climate conference.

8 See [5] for a comprehensive reading.
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Although we regard visibilities as a general concept, the interpretation of
visibilities as hitcount values like introduced in section 2 yet makes things clearer:
An edge with weight W(Klimakonferenz,Klimapolitik) = 0.8 claims that 80% of
the web pages containing the string ‘Klimakonferenz’ as well concern the topic
climate policy. Note that this is not a statement on co-visibility, i.e. those 80%
may but need not necessarily contain the string ‘Klimapolitik’, but the results
of a co-visibility request might help to build up the semantic network.

4 Spreading Activation with Co-visibilities

The algorithms we present in this section are based on the Spreading Activation
algorithm (SA). SA was first introduced by psychologists as early as in the 1960’s
(see e. g. [6,7]) to explain human associative memory. Recently, SA was adopted
for propagation of trust between actors in trust networks [8]. Furthermore, SA
was utilized to improve methods in information retrieval (see e. g. [9,10,11]).
The basic idea of SA is that of energy flowing through a network along weighted
edges. Lausen and Ziegler specify the algorithm recursively (Alg. 1).

Algorithm 1 Spreading activation algorithm by Lausen and Ziegler [8].

procedure energize(e ∈ R+
0 , s ∈ V ) {

energy(s) ←− energy(s) + e ;

e′ ←− e

E W(s, n)
;

if e > T then ∀(s, n) ∈ E : energize(e′ W(s, n), n) ;
}

V denotes the set of all nodes, E the set of all edges, s the node that is
energized, e the amount of energy pushed into node s, energy(s) a data structure
holding the current energy for each node (0 in the beginning), W(s, n) the weight
of the edge from node s to node n. The energy a node s receives during one
call of energize is disseminated proportionally on all outgoing edges of the node,
depending on the accordant weight of the edge. This assures that not more energy
than the injected energy e will leave the node. All nodes with incoming edges

Fig. 11. Standard SA with energy spreading from the gray node
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Algorithm 2 Spreading Activation algorithm for visibility adjustment

procedure visibilize(v ∈ R+
0 , t ∈ V ) {

vis(t) ← vis(t) + v; ;

if v > T then ∀(t, n) ∈ E : visibilize(v W(s, n), n) ;
}

from s are energized by a recursive call. Thus, energy packages with decreasing
size flow through the network until their size falls under a certain threshold T
and the algorithm terminates.

For the problem of visibility adjustment, a modification of this algorithm be-
comes necessary: Through the normalization of the outgoing energy, the graphs
(I) and (II) in Fig. 11 become equivalent. This is contradictory to our intuition
that a high semantic closeness between two topics should make more energy
flow. Secondly, the assumption of SA that energy may not come from nothing,
i. e. not more energy may leave a node than has been injected, is obsolete for
visibilities. In fact, the notion of web pages concerning other pages implies some
kind of ‘hidden’ visibility we strive to extract with our algorithm, so that a visi-
bility gain is intended. We therefore simplify algorithm 1 and obtain algorithm 2,
called visibilize for topic t and visibility v.

Algorithm 3 Spreading Activation algorithm with co-visibilities (1st version)

procedure visibilize(v ∈ R+
0 , t ∈ V ) {

vis(t) ← vis(t) + v; ;

if v > T then ∀(t, n) ∈ E : visibilize(v W(s, n)(1 − covis1(t, n)), n) ;
}

Algorithm 4 Spreading Activation algorithm with co-visibilities (2nd version).

procedure visibilize(v ∈ R+
0 , t ∈ V, topS ∈ V ) {

vis(t) ← vis(t) + v; ;

if v > T then ∀(t, n) ∈ E : visibilize(v W(s, n)(1 − covis1(topS, n)), n, topS) ;
}

Using this algorithm, an adjustment of visibility is achieved as follows: model
the semantic network of topics. Acquire the initial visibilities like described in
section 2. For each topic t in the network call visibilize(t, vinit) with the initial
visibility vinit of topic t, see Fig. 12 for an example with three topics and initial
visibilities 100, 50, 10.
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4.1 Spreading Activation with Co-visibilities

We do not settle for Algorithm 2, but improve it by adding knowledge from the
co-visibilities. Imagine top1 and top2 from Fig. 12, with their initial visibilities
of 100 and 50, having a covis1(top1, top2) of 0.4 and a covis1(top2, top1) of 0.8.
In other words: 60 pages contain only the string of top1, 10 pages only top2, 40
pages contain both strings. Spreading the visibility of 50 from top2 to top1 and
a visibility of 100 from top1 to top2 is not appropriate in this case, for some
visibility would be counted double. We avoid this by introducing co-visibilities
into our algorithm, refer to algorithm 3. Effectively, we adjust the weights of the
net. Note that this adjustment is different for each date of monitoring, because
the co-visibilities differ from day to day, while the original weights in the semantic
network express the closeness of the relation and remain constant over time.
Fig. 13 illustrates the first visibilization step for the new algorithm.

One aspect that is not covered by algorithm 3 is how to take cyclical and
transitive relations into account for co-visibilities: In algorithm 3 we use for
each package of energy propagated along an edge from top1 to top2 the co-
visibility between top1 and top2. A more sophisticated strategy would take the
co-visibility between the source topic topS , i. e. the topic where the visibility has
been injected, and top2 (algorithm 4). The initial call of visibilize is executed
with t = topS . The recursive calls hand on the source-parameter and always use
the co-visibility between source and the current target topic.

Going back to our example of climate policy, we run algorithm 4 on the initial
visibility data of Fig. 9 with the semantic network of Fig. 10. We obtain adjusted
visibilities for ‘Klimapolitk’, the topic we are interested in. Fig. 14 displays the
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Fig. 12. Injection of visibility into a semantic network with three calls of algorithm 2
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Fig. 13. Injection of visibility into a semantic network: first step with call of algorithm 3

initial visibilities of ‘Klimapolitik’ (lower curve), the initial visibilities of ‘Kyoto’
(center curve) and the adjusted visibilities of ‘Klimapolitik’ (upper curve). The
developing of ‘Klimapolitik’ adapts itself to the developing of ‘Kyoto’. This is
no surprise, because we chose quite high weights in our semantic net leading to
large packages of visibility flowing through the net.

5 Reliability of Search Engine Hitcounts

As mentioned in section 2, we obtained our hitcounts from the Google Web
API, although the algorithms shown in this paper are not dependent on Google
hitcounts, but also work with other sources of visibility. When we started our
research on visibility in November 2004, the Google Web APIs seemed to be
appropriate because of easy usability. However, Google state in their terms and
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conditions for Google Web API service: ‘The Google Web APIs service is cur-
rently in beta form and has not been fully tested or debugged’ 9. In general,
using a search engine whose mechanisms you do not know in detail always im-
plies relying on a black box. Other papers have reported on drawbacks of the

9 http://www.google.com/apis/api terms.html
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search engine’s API, e.g. Mayr and Tosque who state that the hitcounts returned
by the standard Google web interface and those from the Google API differ (see
[12]). In his blog, Prof. Jean Véronis elaborates on some other inconsistencies
of Google’s hitcounts (see [13] and follow-up messages): for example, in January
2005 Google counted 8.000.000.000 pages containing ‘the’ on the whole internet,
and 88.100.000 pages with ‘the’ on the English speaking web. That would imply
that 99% of the pages containing ‘the’ were in other langugages than English.

In the course of our research, we experienced some further problems which
come along with the Google Web API and which have a high impact on the
API’s reliability.

Consider Fig. 15 showing the hitcounts for ‘Dänemark’ (Denmark) in the
course of one month: the values keep jumping from around 3.000.000 to 1.000.000
and back all the time. It is unrealistic to believe that the web has grown and
shrunk so fast, so we can assume that some values are erroneous. Problems like
this occured in some of our curves, especially in those with frequent topics like
‘Denmark’ or ‘terrorism’. Although we knew a priori that we will not retrieve
exact hitcounts, variations of this kind can hardly be seen as simply caused by
estimation.

Figure 16 shows another problem which occured around Apr. 1, 2006: suddenly
the hitcounts increased by factor ten (Fig. 16 only shows a small selection of
the topics currently monitored). Finally, we had problems concerning German
umlauts (ä, ö, ü) in August 2005: all topics with one of those letters dropped to
almost zero for one month. This was particularly annoying because we monitored
the hitcounts of German politicians like ‘Schröder’ (see Fig. 17) to evaluate the
German elections in September 2005.



48 P. Kiefer, K. Stein, and C. Schlieder

To cope with these problems hitcount data has to be handled carefully:

– A number of (independent) topics has to be monitored simultaneously to
be able to detect hitcount changes caused by search engine internals (which
should affect all topics).

– For many curves show dropouts (e. g. Fig. 15), single values are not reliable,
so the average curve progression has to be used.

– Monitoring the hitcount of the same topics with more than one search engine
can help to minimize the risk of data loss caused by errors like that of Fig. 17.

– No search engine is able to crawl the whole web and hitcount values are esti-
mated, so the absolute numbers are rather erroneous. Therefore, the hitcount
must not be interpreted absolutely. Instead, the relative change in time or
the relation to the hitcounts of other topics should be used.

– The monitoring has to be supervised to detect failures like the umlaut prob-
lem, so the data should not be given to an uninformed end user.

6 Related Work and Conclusions

The first emphasis of our paper were the examples showing that real world events
have an impact on the visibility of topics on the web. One problem yet remaining
unresolved in this context is that, in contrary to our example of Kyoto, we often
cannot predict which events could occur and which topics would be interesting to
monitor. The terrorist attack of September 11, for example, surely had an effect
on the visibility of ‘terrorism’ or ‘World Trade Center’, but nobody could know
in advance that a monitoring of these topics would be interesting. The moment
the event happens, the historical data is missing. A possible solution could be
the usage of historical data from communication processes with timestamp, e.g.
from a discussion group.

Analyzing the dynamically changing web has been done quite often: [14], for
example, investigate the correlation between age of web pages and their quality
to improve PageRank, while [15] monitor changes on the web to estimate the
rate for reasonable search engine re-indexing. To our knowledge, no approach to
correlate visibility and real world events exists.

In a second step, we modeled semantic relations between topics in seman-
tic networks to add prior knowledge to our visibility analysis. Although these
semantic networks look similar to Bayes Networks [16], Bayes networks do not
permit the cyclic relations we need for modelling the semantic closeness of topics.

The approach of semantic networks was chosen to keep the algorithms simple.
Nevertheless, an approach like thesauri with more than one type of relation would
offer a much more intuitive modeling and therefore save time. In [17], a semi-
automatical derivation of a semantic network from a user-modeled thesaurus
is proposed. This would combine the intuitive modeling of thesauri with the
convenience of a relatively simple algorithm for semantic networks.

The third input to our algorithm, besides visibilities and a semantic network,
were co-visibilities. A possible application of co-visibilities we did not address
in our paper is the automatic extraction of facts. This has recently been done
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by Etzioni et al. who used hitcount values from a search engine for their system
called KnowItAll to automatically extract facts from the WWW [18]. Search en-
gine queries were also used by [19] for an automatical detection of synonyms and
by [20] for the validation of question-answering systems, which both are further
areas of application for co-visibilities. Co-occurences of terms are visualized in
[21] for identifying significant topics in corpora of daily news.

We plan to endorse our findings on the relation between real world events and
visibility with larger case studies. Investigations of at least more than one year
should prove the applicability of visibility analysis in the long-term.

Finally, we intend to integrate the concept of visibility of topics into communi-
cation oriented modeling (COM) [22]. COM investigates large-scale communica-
tion processes with message/reference-networks like internet discussion groups.
A definition of the concept of topic visibility for this kind of communication pro-
cesses could be made. With the COM testing environment (COMTE)10, further
analysis could reveal correlations between author visibility, message visibility,
topic visibility and the structure of the reference network.
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Abstract. Previous work in hypertext classification has resulted in two
principal approaches for incorporating information about the graph prop-
erties of the Web into the training of a classifier. The first approach uses
the complete text of the neighboring pages, whereas the second approach
uses only their class labels. In this paper, we argue that both approaches
are unsatisfactory: the first one brings in too much irrelevant information,
while the second approach is too coarse by abstracting the entire page
into a single class label. We argue that one needs to focus on relevant
parts of predecessor pages, namely on the region in the neighborhood
of the origin of an incoming link. To this end, we will investigate dif-
ferent ways for extracting such features, and compare several different
techniques for using them in a text classifier.

1 Introduction

Whereas the exploitation of the graph properties of the Web is already stan-
dard in search engine technology (and has resulted in a major break-through
with the advent of Google’s page-rank algorithm), its use for improving hyper-
text classification is still a hot research topic [5]. Conventional approaches to
link-based text classification use either the entire text of a predecessor page or
abstract this information into a class label for the entire page. Our working hy-
pothesis is that the first approach is unsatisfactory, because not the entire page
of a preceding link is relevant, and the second approach is too coarse because
predecessor pages may be about entirely different topics, and may not fit into
the predefined classification scheme. Nevertheless, it is clear that some part of
a preceding page must contain information about the target page because there
is a hyperlink connecting these two pages, and this link is (typically) annotated
with its anchor text or text in the proximity of the hyperlink.

In this paper, we try to exploit this information by capturing different kinds
of proximity (both at the structural and the textual level). We propose different
types of features that can be extracted from HTML-documents and evaluate
their utility for hypertext classification. Our results will demonstrate an im-
provement for several types of features (e.g., words in the neighborhood of a
hyper-link), which could not be observed in previous work where the entire text
of predecessor documents was used. Other features (e.g., headings) seem to be
primarily useful in combination with others.

M. Ackermann et al. (Eds.): EWMF/KDO 2005, LNAI 4289, pp. 51–64, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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2 Hypertext Classification

It has been recognized early on that hyperlinks may provide important infor-
mation about the content of a Web page. Anchor texts (texts on hyperlinks in
an HTML document) of predecessor pages were already indexed by the WWW
Worm, one of the first search engines and web crawlers [10]. Later, the impor-
tance of predecessor pages for ranking search results was established with the
striking success of Google’s page rank [1] and related techniques such as the
HITS algorithm [8].

Not surprisingly, recent research has also looked at the potential of hyperlinks
as additional information source for hypertext categorization tasks. Many au-
thors addressed this problem in one way or another by merging (parts of) the
text of the predecessor pages with the text of the page to classify, or by keeping
a separate feature set for the predecessor pages. For example, Chakrabarti et al.
[2] evaluate two variants: (1) appending the text of the neighboring (predecessor
and successor) pages to the text of the target page, and (2) using two different
sets of features, one for the target page and one resulting from a meta-document
that is a concatenation of the neighboring pages. The results were negative: in
two domains both approaches performed worse than the conventional technique
that uses only features of the target document.

Chakrabarti et al. [2] concluded that the text from the neighbors is too un-
reliable to help classification. They proposed a different technique that included
predictions for the class labels of the neighboring pages into the model. As the
labels of the neighbors are not known, the implementation of this approach re-
quires an iterative, EM-like technique for assigning the labels, because changing
the class of a page may potentially change the class assignments for all its neigh-
boring pages as well. The authors implemented a relaxation labeling technique,
and showed that it improves performance over the standard text-based approach
that ignores the hyperlink structure.

Lu and Getoor [9] generalize this work by enhancing the set of features that are
considered for each neighboring page. In particular, they distinguish between in-
neighbors, out-neighbors and co-linked neighbors. An in-neighbor, a predecessor,
is a web page that contains a link pointing to the target page; an out-neighbor,
a successor, is a web page that is linked by the target page; and the co-linked
neighbors are web pages which have a common in-neighbor. Their conjecture is
that cumulative statistics on the neighbors’ class distribution are as informative
as the identity of the neighbors, which requires much more storing space. An
interesting characteristic of their model is that instead of going with the majority
prediction, they learn how the category distribution of the neighbors affects
the prediction. Like Chakrabarti et al. [2], they employ an iterative relaxation
labeling technique, and compare two classifier types: a flat model where the local
features and the non-local ones are concatenated into a common vector. The local
and non-local features are thus not distinguished. The second model is obtained
by combining the predictions of both a classifier based on the local features and
a classifier based on the non-local features. The flat model is outperformed by
the second one, which confirms the results of Chakrabarti.
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3 Link-Local Features

The approaches described in the previous section basically employ two techniques
for using the information on predecessor pages:

– use all words in predecessor documents as features
– abstract the predecessor documents into a single feature (the class label)

The main hypothesis of our work is that the first approach contains too much
irrelevant information, whereas the second approach throws away too much rel-
evant information: Using the entire text of the predecessor pages loses the focus
on the relevant parts of the predecessor documents. For example, a page may
be predecessor to several pages, each of which may belong to a different class.
Thus, if the entire text is used, each example would be represented in the same
way, and discrimination would be impossible. Focusing on the region around the
respective hyperlinks, would result in different feature sets. On the other hand,
abstracting the entire information on the page into a single class label is, again,
problematic, for several reasons. First, a single page will always have the same
class label, which may, again, lead to problems such as those discussed above
(different pages that share the same set of predecessors are indiscriminable). Sec-
ond, an important assumption that the approaches of Chakrabarti and Getoor
make is that all (or a significant number) of the neighboring pages of a page can
also be classified into the same set of classes. This, however, need not be the case.
If you, for example, have the task of classifying web-pages about music between
official artist websites and fans websites, the majority of the predecessors of an
official website will belong to the fans websites set.

On the other hand, even if the entire page cannot be classified into the avail-
able set of classes, it can be expected that the parts of the predecessor pages
around the hyperlink to the page in question contain relevant information. For
example, Figure 1 shows three different feature types that could be important
for classifying a target page: the anchor text of a page (left), the text in a
paragraph around the hyperlink (center), and the text in a heading preceding
the hyperlink (right). In all three cases, the text allows to classify the target
page as a professor -page, whereas this cannot be inferred from the text on the
target page itself. Thus, features that occur in a textual or structural proxim-
ity to the relevant out-link can be of importance. We will call such features
link-local.

In previous work [6], we tried to utilize link-local features with so-called hy-
perlink ensembles. The idea is quite simple: instead of training a classifier that
classifies pages based on the words that appear in their text, a classifier is trained
that classifies hyperlinks according to the class of the pages they point to, based
on the words that occur in their neighborhood of the link in the originating
page. In the simplest case, we use the anchor text of the link. Consequently,
each page will be assigned multiple predictions for its class membership, one for
each incoming hyperlink. These individual predictions are then combined to a fi-
nal prediction by some voting procedure. Thus, the technique is a member of the
family of ensemble learning methods [4]. In a preliminary empirical evaluation
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Fig. 1. Three different feature types on predecessor pages that might be helpful for
classifying a page: anchor text, text in a paragraph, text in a preceding heading

in the Web→KB domain (where the task is to recognize typical entities in Com-
puter Science departments, such as faculty, student, course, and project pages),
hyperlink ensembles outperformed a conventional full-text classifier in a study
that employed a variety of voting schemes for combining the individual classifiers
and a variety of feature extraction techniques for representing the information
around an incoming hyperlink (e.g., the anchor text on a hyperlink, the text in
the sentence that contains the hyperlink, or the text of an entire paragraph).
The overall classifier improved the full-text classifier from about 70% accuracy
to about 85% accuracy in this domain.

The main point of this paper is to investigate this approach in more detail.
Most importantly, we will demonstrate that these feature extraction techniques
will result in even better performance on a conceptually simpler approach that
combines all features into a single predecessor document.

4 Link-Local Features Extracted

As with classical text classification, we extract word-based features from the doc-
uments. We test different heuristic patterns to target the words which give the
most relevant information about each link, namely the anchor text, the paragraph
around the link, the words neighboring the anchor, the headings structurally pre-
ceding the link, the heading of the list, if the link is part of an HTML list and
the text of the document to classify.

In particular, we extract the following features:

Link Description: The first spot is the link description, also named anchor
text. It consists of the text that occurs between the HTML Tags <A HREF=...>
and </A> of the link pointing to the page to classify.
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Link Paragraph: The paragraph around the anchor text may also contain in-
teresting words that describe the target page. We extract it in the features
group Link Paragraph. We use the HTML tags <P> and </P> to find the
borders of the paragraph.

Link Neighborhood: One difficulty with Link Paragraph is that the size of
the paragraphs varies. The purity or the dilution of the clue features in the
crowd of the words is not constant. We circumvent this problem with the
features group Link Neighborhood where a fixed number of words neighboring
the link are mined. The link description is excluded from Link Neighborhood.
This feature location is an important source of information for the links with
an irrelevant anchor text like “click here” or “next page”.

Link Headings: In the Link Headings features, we extract the words occur-
ring in the headings structurally preceding the link in the predecessor. We
consider headings of type H1, H2, and H3.

Link List Headings: Sometimes, the link is part of an HTML list (tag <UL>).
In this case, we store the preceding heading of each depth in the features
group Link List Headings.

Own Text: The last but simplest feature set is the text of the target page
itself. We extract it mainly in order to compare our model with traditional
text-based classifiers.

These features are essentially the same that were suggested in [6]. However,
in this work we extracted them in a more principled way using XPath structural
patterns on the Document Object Model (DOM) representation of the docu-
ments. XPath is a language for navigating through elements and attributes on
an XML document. It uses path expressions to select nodes or node-sets in an
XML document. These path expressions are similar to those used for locating
files in a file system. Table 1 lists the XPath expressions we use to extract the
features from the predecessors of the target document.

The result of the Link Description request is the concatenation of the segments
of the HTML file that occur between the HTML tags <A HREF=’Target_URL’>
and </A>. The other requests are simple extensions of the Link Description re-
quest. Once the anchor tag of the links is localized, Link Paragraph looks for
its last ancestor of type Paragraph. Link Headings looks for the last occurrence
of each heading level before the link, and Link List Headings looks for the last
occurrence of each heading level before the beginning of the list. The implemen-
tation can certainly be improved, e.g., by trying to recognize headings that are
not formatted with <H?> tags. For example, text immediately preceding an <UL>
list might be interpreted as a heading for this list. However, we preferred to rely
on the information that is directly provided by the HTML structure.

As HTML is not XML compliant, we first translate the web pages from HTML
format into XHTML format with the help of the Tidy program. We encountered
a problem by this step because some HTML pages contain many syntax errors.
Tidy cannot understand them all and can thus not output the XHTML transla-
tion of all the documents. We circumvent this difficulty by extracting the basic
features (text of the target page) on the HTML page before the Tidy treatment
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Table 1. XPath expressions for extracting the features

Link Description //a[\@href=’Target_URL’]
Link Paragraph //a[\@href=’Target_URL’]/ancestor::p[last()]

//a[\@href=’Target_URL’]/preceding::h1[last()]
Link Headings | //a[\@href=’Target_URL’]/preceding::h2[last()]

| //a[\@href=’Target_URL’]/preceding::h3[last()]
//a[\@href=’Target_URL’]/ancestor

::ul/preceding::h1[last()]
Link List Headings | //a[\@href=’Target_URL’]/ancestor

::ul/preceding::h2[last()]
| //a[\@href=’Target_URL’]/ancestor

::ul/preceding::h3[last()]

and the complex features (link description, headings, ...) after the construction of
the DOM tree by Tidy. If Tidy fails to convert HTML to proper XHTML, these
features will not be extracted from this predecessor. As a page typically has
several predecessors from which features are extracted, we can afford to do this.

5 Experimental Setup

5.1 Datasets

Allesklar (http://www.allesklar.de) is a German generic web directory ref-
erencing about 3 million of German web sites. Its tree organization begins with
16 main category roots, each one containing between 30,000 and 1,000,000 sites.
The nodes of the tree are as specific categories as the node is deep. We chose 5
main categories, shown in Table 2.

We crawled each selected category with a breadth-first traversal in order to
collect pages covering the whole category. We looked for hyperlink predecessors
for each of these pages using the Altavista link request (for example, the request
link:europa.eu.int retrieves all the web sites containing a link to the Web
portal of the European Commission).

We looked for up to 25 predecessors per example. But we couldn’t always find
as many predecessors and some predecessors referenced by Altavista were not
always reachable. However, only a small part of the examples have no predecessor
and a large part of them has more than 10 predecessors. There is no important
difference between the categories from this point of view. Only the distribution
of Immobilien & Wohnen is slightly biased towards fewer predecessors.

The Web→KB dataset [3] is a collection of web pages coming from the sci-
ence departments of four main universities: Cornell, Texas, Washington and
Wisconsin. One fifth group of pages named misc has been collected from vari-
ous other universities. These pages are classified under seven categories: course,
department, faculty, project, staff, student and other. The WebKB dataset is not
equally distributed (Table 3): more than 45% of the examples are concentrated
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Table 2. Class distribution for the Allesklar dataset

Category 3898 Examples
Arbeit & Beruf (Employment & Jobs) 601 (15.42%)
Bildung & Wissenschaft (Education & Science) 849 (21.78%)
Freizeit & Lifestyle (Leisure & Life-style) 771 (19.78%)
Gesellschaft & Politik (Society & Politics) 872 (22.37%)
Immobilien & Wohnen (Accommodation & Living) 805 (20.65%)

in the hold all category other while only 1.5% of the examples are classified as
staff pages, which makes this dataset particularly difficult to classify.

This dataset had been collected earlier [3], but we still had to discover its
hyperlink graph by canonizing URLs and identifying all those that point into
the dataset. Consequently, not all predecessors of a page are present in this
dataset, only those that have been collected in the dataset. As a result, its graph
structure is dramatically weaker connected than that of Allesklar. No predecessor
could be found for 5082 pages of the dataset and only 67 pages have more than
10 predecessors. The connectivity of the two datasets is shown in Figure 2.

5.2 Classifier

As base classifier for the text classification experiments we used SVM-light
in V6.01 [7]. For handling multiple classes we used two different binarization
schemes: round-robin or pairwise classification, and a weighted version of one-
against-all where a separate classifier is learned for each problem “class i against
all c − 1 classes other than i”. c − 1 votes are given to class i if the classifier
predicts i, 1 vote is given to all other classes if the binary classifier does not
predict i. Empirically, this seemed to work quite well.

Different feature types can be combined in two different ways:

Merging: Features of different sources are pooled together.
Tagging: Features of different sources are treated separately.

Thus, if the word “word” occurs in two different feature sources (e.g., in the
anchor text and the preceding heading) it is treated as the same feature (and
counted twice) in the merging approach, and it is treated as two different features

Table 3. Class distribution for the WebKB dataset

Category 8264 Examples
student 1639 (19.83%)
faculty 1121 (13.56%)
course 926 (11.21%)
project 506 (6.12%)
department 181 (2.19%)
staff 135 (1.63%)
other 3756 (45.45%)
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Fig. 2. Inlink-distribution of the documents of the Allesklar and Web→KB datasets

(denoted as “Link Description:word” and “Link Headings:word”) in the tagging
approach.

As each page has up to 25 preceding pages, we need a technique for combining
the features of the predecessors. We compared three different techniques for that:

Meta-Predecessor: The features of all predecessors are pooled together into
a single document, called the meta-predecessor. This is basically identical
to the first approach evaluated by [2], except that we do not pool all fea-
tures of the predecessor documents but only those extracted by our feature
extraction techniques.

Hyperlink Ensembles: Each predecessor is treated as a separate training doc-
ument (labeled with class label of the page it points to). Predictions are made
for each hyperlink separately and combined via voting (cf. Section 3 and [6]).
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Mixed Approach: This combines both approaches: Training is like in Meta-
predecessor, but for prediction, the trained classifier is used on each hyperlink
separately, as in the Hyperlink Ensembles approach.

For all evaluations we used 10-fold stratified cross-validation. We measured
recall, precision and the F1 measure. We report macro-averaged results. As the
classes are all of similar sizes, micro-averaged results are quite similar and can
be found in [12].

6 Results

Unless mentioned otherwise, we use the following settings in the subsequent
sections: the breadth of the Link Neighborhood feature set has been fixed to
20 words: 10 words before the anchor and 10 words after the anchor, the text
of the anchor is excluded. We use one-against-all binarization for handling the
multi-class problem, a meta-predecessor for combining the features of different
predecessor pages, and features from multiple extraction patterns are merged
together.

6.1 Comparing Different Feature Types

We first evaluate each feature extraction pattern in isolation (Tables 4 and 5).
The two first lines represent the macro-averaged precision and the recall for the
six classes, and the third line shows the F1-value computed from these averages.
The last two lines show the number of documents in the dataset that were
covered by the feature pattern among 3898 documents, i.e., where at least one
feature was detected with the respective method, and the number of different
features extracted.

A few interesting observations can be made from this table. Although the pat-
tern that covers the most examples is Own Text, it is not the pattern that derives
the highest number of features. Both, Link Neighborhood and Link Paragraph
retrieve a higher number of features.

For Allesklar, even though they are not applicable to all examples, they domi-
nate a conventional text classifier in both, recall and precision. Link Neighborhood
increases the F1 value by 30 in comparison to Own Text. The other features seem

Table 4. Results for single feature patterns on the Web→KB dataset

Link Link Link Link Link List Own
Description Paragraph Neighborhood Headings Headings Text

Precision 35.54% 29.17% 41.07% 28.35% 17.38% 45.37%
Recall 21.35% 16.71% 17.94% 17.37% 14.89% 24.71%
F1 26.68 21.25 24.97 21.54 16.04 31.99
Coverage 1,143 2,715 3,006 2,828 1,644 8,276
# Features 2,594 51,831 14,360 13,070 4,319 12,658
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to be less useful, at least on their own. In particular the features derived from
the headings produce very low recall and are also not very precise.

For Web→KB, the results are not so good. Here, each of the link-based fea-
tures covers only considerably less than half of the examples, and hence their
performance is inferior to that of the Own Text classifier. It should, however,
be noted that this is primarily due to the low number of predecessor pages that
were included in the dataset. Also, the rather strict definition of the pattern
extractors may have contributed to the bad performance. In [6], the experimen-
tal setup was basically the same except that the feature extractors were defined
more loosely and heuristically, which resulted in a higher coverage of individual
features, and hence in a better overall performance.

6.2 Neighborhood of an Anchor

In the previous section, by far the best results were obtained with the use of
features in the neighborhood of the links. However, the notion of neighboring
words is vague and is computed with a parameter. In order to get an idea about
the sensitivity of this parameter, we computed the macro-averaged F1-score for
each possible combination of 0 to 30 words before the anchor and 0 to 30 words
after the anchor text. The anchor text itself (Link Description) is also included
in these experiments.

The results for the Allesklar dataset show a continuous growth of the F1-score
(Figure 3). Before 20 words, the precision increases quickly. After 20 words, the
precision still increases, but very slowly, while the dimensionality (the complexity
of the classification problem) still grows. The best compromise for the scope of
the neighborhood is around 20, which we distribute equally before and after the
anchor (10 words before the anchor and 10 words after).

In the Allesklar dataset we did not observe a decrease of the F1-score with
growing size of the neighborhood in the parameter range that we had tried. This
would suggest that using the full text of the predecessor pages would be the best
strategy. However, the results of Chakrabarti et al. [2] suggest the opposite: in
their experiments (on different datasets) this approach did not result in improved
performance.

Our results on the Web→KB data are somewhat less reliable, but despite
the high variance, we can observe that there is a clear ridge near the “10
words before” point, suggesting that choosing too large a neighborhood is futile.

Table 5. Results for single feature patterns on the Allesklar dataset

Link Link Link Link Link List Own
Description Paragraph Neighborhood Headings Headings Text

Precision 80.00% 79.15% 84.65% 71.80% 70.18% 71.67%
Recall 43.48% 34.30% 67.30% 29.33% 26.66% 32.17%
F1 56.34 47.86 74.98 41.65 38.64 44.41
Coverage 3,653 2,715 3,664 2,672 1,870 3,831
# Features 4,211 79,588 41,513 32,832 4,118 37,898
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Fig. 3. F1-score for Allesklar (left) and Web→KB (right) for Link Neighborhood with
different numbers of words before and after the anchor text

However, our experiments on this matter are obviously not yet conclusive, and
need to be refined in future work.

6.3 Pairwise Combination of Features

In the previous sections we have seen that some of the features derived from
predecessor pages are already sufficient to outperform a conventional text clas-
sifier. In this section we investigate whether we can further improve upon these
results by combining the extracted features via merging.

In Table 6, we summarize these results for the Allesklar dataset. The diagonal
of the table (with a dark gray background) shows the macro-averaged precision
π and the F1-score of each individual feature set (the other values can be found
in Table 5). The upper triangle (light gray background) shows the recall (ρ) and
precision (π) results for each combination of features in the respective lines and
columns, the lower triangle (white background) shows their coverage c and the
F1-score.
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Table 6. Results of pairwise combinations of features. The upper-right triangle shows
precision (π) and recall (ρ), the lower-left shows coverage and the F1-score.

Link
Neighbor.

Link
Description

Link List
Headings

Link
Headings

Link
Paragraph

Own
Text

Link
Neighbor.

π=84.65%
F1=74.98

π=84.89%
ρ=65.67%

π=84.87%
ρ=67.31%

π=84.15%
ρ=63.8%

π=82.72%
ρ=58.88%

π=82.58%
ρ=58.44%

Link
Description

c=3678
F1=74.05

π=80.00%
F1=56.34

π=80.01%
ρ=42.15%

π=76.68%
ρ=38.5%

π=76.44%
ρ=36.19%

π=75.75%
ρ=37.1%

Link List
Headings

c=3665
F1=75.08

c=3653
F1=55.21

π=70.18%
F1=38.64

π=71.83%
ρ=28.78%

π=79.66%
ρ=26.77%

π=72.36%
ρ=33.82%

Link
Headings

c=3665
F1=72.58

c=3653
F1=51.26

c=2744
F1=41.09

π=71.80%
F1=41.65

π=70.09%
ρ=26.62%

π=72.34%
ρ=35.11%

Link
Paragraph

c=3667
F1=68.79

c=3655
F1=49.12

c=3013
F1=40.07

c=3103
F1=38.59

π=79.15%
F1=47.86

π=72.51%
ρ=34.87%

Own
Text

c=3898
F1=68.44

c=3898
F1=49.81

c=3864
F1=46.10

c=3879
F1=47.28

c=3882
F1=47.09

π=71.67%
F1=44.41

In bold font, we show the combinations that outperform both of its con-
stituent patterns in terms of precision (upper triangle) or F1 (lower triangle). It
can be seen that, although using two feature types instead of one does not al-
ways increase the performance, it may yield a substantial improvement in some
cases. For example, the headings of a preceding list improve the precision in
all combinations with other features. However, this gain has to be paid with a
loss in recall. In terms of the F1-score, not many improvements are observable.
Heading-based features occassionally make a difference, but these improvements
are not likely to be of significance (except when combined with the original
text).

The detailed results for Web→KB can be found in [12]. They were qualita-
tively similar, as can also be seen from the ranking of the individual features
(Tables 4 and 5). The best-performing combination was Link Description with
Link Paragraph, which had a precision of 56.66% at a recall of 20.35%.

In summary, these results show that combining these feature sets may be
helpful, and even feature types that, on their own, do not yield good results,
may be very useful in combination with other types.

6.4 Different Classification Methods

In this section, we study the influence of the choice between the options discussed
in Section 5.2, namely between meta predecessor, hyperlink ensembles, and the
mixed approach, between the binarization algorithms one-against-all or round-
robin and between the feature combiners merging or tagging. In total, there are
12 possible combinations of these options, resulting in 12 different methods.

We ran the classification process for the 6 feature sources available and for the
15 combinations of two of those feature sources. Detailed results can be found
in [12]. For a summary statistic, we report the average rank (1–12, in terms of
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Table 7. Ranking of the different methods for Allesklar

Combination Binarization Non-local Avg. Rank Avg. π Avg. ρ

Merging One against all Meta predecessor 1.14 78.37% 43.76%
Tagging One against all Meta predecessor 1.86 77.35% 42.25%
Merging One against all Hyperlink Ensembles 2.86 73.17% 33.42%
Tagging One against all Hyperlink Ensembles 3.38 72.43% 32.51%
Merging One against all Mixed Approach 5.57 68.98% 37.77%
Tagging One against all Mixed Approach 5.95 67.85% 36.61%
Merging Round Robin Meta predecessor 6.43 66.32% 59.51%
Tagging Round Robin Meta predecessor 7.00 64.95% 57.95%
Merging Round Robin Hyperlink Ensembles 8.14 61.64% 48.36%
Tagging Round Robin Hyperlink Ensembles 9.10 59.83% 47.50%
Merging Round Robin Mixed Approach 10.57 57.71% 50.44%
Tagging Round Robin Mixed Approach 10.86 56.00% 48.62%

precision), and the average precision and average recall for each of the methods
for each of those 21 atomic experiments on the Allesklar dataset (Table 7).

In this domain, the observed pattern is very regular: our version of one-against-
all consistently outperformed pairwise classification, merging consistently outper-
formed tagging, and the meta predecessor consistently outperformed the hyperlink
ensembles and the mixed approach. The results in the Web→KB domain were sim-
ilar but not as consistent [12].

7 Conclusions

The most important result of our study is that using features from predecessor
documents may result in a largely improved classification performance, thereby
shedding new light on the negative results of [2]. The key difference of our ap-
proach is that we suggest to focus on the part of the predecessor texts that is
in the neighborhood of the outgoing link, whereas [2] use the complete text of
neighboring pages. In our experiments, this technique worked best when used
with the simplest approach, namely to merge the extracted features into a sin-
gle predecessor document. However, we could not compare our approach to all
competitive approaches. For example, we have not yet performed a direct com-
parison to approaches based on the neighbors’ class distribution [2,9], which,
however, we think are not as general as our technique. We also have not yet
tried the full set of extracted features, only pairwise comparisons. Our feature
extraction methods could also form the basis of multi-view learning algorithms
[11], and it would be interesting to find out whether the advantage of multi-view
learning over single-view learning over the union of the views carries over to this
scenario as well. Finally, we note that the problem of extracting useful features
in the neighborhood of outgoing links is quite similar to approaches that formu-
late information extraction as a classification problem, for which local features
are derived around the item to be extracted.
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Abstract. To fight the problem of information overload in huge infor-
mation sources like large document repositories, e. g. citeseer, or internet
websites you need a selection criterion: some kind of ranking is required.
Ranking methods like PageRank analyze the structure of the document
reference network. However, these rankings do not distinguish different
reference semantics. We enhance these rankings by incorporating infor-
mation of a second layer: the author trust network to improve ranking
quality and to enable personalized selections.

1 Introduction

The amount of information accessible for everyone is increasing rapidly, mainly
driven by computer mediated communication technologies, namely the internet
respectively the www. New websites appear, messages are posted, blogs written,
papers published etc. No one is able to keep an overview of all these information
sources or to find interesting information by herself, so search engines are an
important tool to fight the problem of information overload, to “bring order to
the web”, as the google-programmers Brin and Page [1] call it.

A search engine carries out three important tasks to do its job:1

Information gathering: It crawls the web to collect as much of its content as
possible, building a huge repository.

Information selection: For each search query it selects the subset of corre-
sponding webpages (e. g. webpages containing a given keyword). For com-
mon search terms this subset may contain up to many million websites,2 so
a third step is needed.

Information ranking: The matching webpages are sorted by some ranking
and only the highest ranked pages are presented to the user.

1 In praxis the described steps are highly interdependent, the data structures build
up in step one are optimized for fast access in step two and three, and selection and
ranking may be done in one step.

2 For instance, querying google for “Christmas” gives 45 400 000 pages and even “on-
tology” gives 4 390 000 pages (http://www.google.de/ at July 23, 2005).

M. Ackermann et al. (Eds.): EWMF/KDO 2005, LNAI 4289, pp. 65–81, 2006.
c© Springer-Verlag Berlin Heidelberg 2006



66 K. Stein and C. Hess

We focus on the task of information ranking. We will use link analysis to rank
documents from a set of selected documents. The prominence (the “visibility”) of
documents such as websites or scientific papers is calculated based on an analysis
of the structure of the underlying document collection, in our case the web.
In contrast to content-based analysis, web structure mining analyzes references
(links or citations) between documents and computes the visibility of a document
based on this link analysis.

The basic idea behind these measures is that a webpage, a scientific paper, a
journal etc. will be important if cited by many other important pages/papers/
journals. Thus its visibility depends on the number of references and the visibility
of the referencing documents. This seams feasible (and works well as the success
of google shows) but has one important drawback: each reference contributes in
the same way to the visibility of the referred page regardless of why it is set.
The semantics of the reference is ignored: a scientific paper may cite another one
because the author finds it useful and supports the work, but also if the author
disagrees and wants to give an opposite point of view.3 For a human reader these
different kinds of links lead to different gradings of the cited document which is
not resembled by simple link structure based algorithms.

The differentiation of the semantics of a link is highly important in cases
in which the respective document is considered by some or even most users as
untrustworthy. Distrust might arise because users belong to different scientific
communities and push their own approaches, criticizing at the same time the ap-
proaches of the rivaling community as inappropriate. However, distrust can also
be expressed from an “official” side as in cases of scientific misconduct: investiga-
tions by universities can prove scientific fraud. A recent example illustrates this.
In the end of 2005 and beginning of 2006, the South Corean stem-cell researcher
Woo Suk Hwang was accused of scientific fraud in two landmark papers pub-
lished in the journal Science.4 Investigations by the Seoul National University
proved both papers as based on fabricated data whereas his other papers such
as the Nature paper dealing with the clone hound Snuppy were considered as
valid. Clearly, the fraudulent papers cannot any longer be cited by a scientist in
a positive way, i.e., confirming the validity of Hwang’s work. However, there will
be in the next months or even years citations to Hwang’s papers in publications
dealing with scientific fraud. These links obviously do not declare Hwang’s work
as valid. Nevertheless, citation-based measures would count these new links when
calculating the visibility of the papers and still rank them highly. We therefore
claim that the semantics of the links has to be considered in visibility measures.

3 On the web links of disagreement are seldom set because due to the way search
engines rank pages each reference set to a page increases its rank which is not what
the disagreeing author normally wants (in context of the discussion around link spam
in guestbooks a (controversial) new link attribute rel="nofollow" was introduced
by Google, MSN Search, Yahoo! and others to mark links not to be counted by
ranking algorithms, which also could be used for disagreement links in future).

4 For an overview of the events see, for example, news@nature.com: Timeline of a con-
troversy, including references to further information, http://www.nature.com/news/
2005/051219/full/051219-3.html, last access April 04, 2006.
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Fig. 1. PageRank example: The visibility vis42 of document p42 is computed using the
visibilities vis11, vis23 and vis27 of p11, p23 and p27: vis42 = vfp42(p11, p23, p27), and vis42
itself contributes tovis58 andvis76.p11 andp23 onlycounthalfbecause theyalsocontribute
to p27 and p30 resp. while p27 counts one-third for also contributing to p33 and p45.

While the semantics of a reference is fairly obvious for the reader of a paper,
it is not accessible for a search engine (which simply does not understand the
text). We therefore propose to reincorporate link semantics to some degree by
using a second resource: an author trust network. Additionally this allows for
personalizing rankings based on the trust relationships indicated by the user.

We present a framework for extending classical citation-based measures to
trust-enhanced visibility functions. Section 2 and 3 introduce the two basic com-
ponents, namely the document reference network and the author trust network,
respectively. Section 4 presents a new approach to capture the reference seman-
tics and to compute the adapted visibility by joining the information from the
document and the author trust network. Section 6 summarizes our work and
highlights areas for future research.

2 Document Reference Network Based Ranking

One important measure (besides content-based ratings) to rank webpages or
other resources referencing each other is to use the link structure to determine
the visibility of a certain document. Specifying the structural importance of a
page within a document network is a well known problem in social network
theory (for an overview see [2,3,4,5]).5

In 1976, Pinski and Narin [6] computed the importance (rank) ra of a scien-
tific journal pa by using the weighted sum of the ranks rk of the journals pk with
papers citing pa. A slightly modified version of this algorithm (the PageRank
algorithm) is used by the search engine google [7,1] to calculate the visibility of
webpages (with visa the visibility of a webpage/document pa):

visa = (1 − α) + α
∑

pk∈Ra

visk

|Ck|
where Ra is the set of pages citing pa and Ck is the set of pages cited by pk.
Therefore each page pk contributes by visk

|Ck| to the visibility of pa (see Fig. 1), and

5 From a mathematical point of view a document reference network simply is a directed
graph with documents (webpages, papers, . . . ) as vertices and references (links,
citations) as edges.
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the visibility visa of each page pa is the combination of a base visibility (1 − α)
and a variable part with contribution α ∈ [0, 1] depending on the visibilities of
the papers citing it.

For n pages this gives a linear system of n equations. Solving this equation
system is possible but (for large n) very expensive, so an iterative approach
is used. All visi are set to some default value and then the new values r′i are
calculated repeatedly until all visi converge.6

ThePageRankalgorithmworksbest fornetworkswithcyclic referencestructures
(linksbetweenwebpages, citationsbetween journals).Formostly acyclic structures
like citations in scientific papers (where documents are temporally ordered and
citations go backward in time) similar but slightly different measures are used,
which may additionally incorporate metadata like documents age (see e. g. [8]).

All these measures have in common that they are based on the link structure
between the documents and blind regarding the “meaning” of a certain reference.
We therefore extend citation-based visibility measures to trust-enhanced visibil-
ity functions by incorporating link-specific information. The algorithms shown in
the next sections work with (mostly) any link structure based ranking algorithm.

3 A Second Source of Information: The Author Trust
Network

The information extracted from the document reference network is enhanced
with information from a second source of information, the trust network be-
tween the authors of the documents. Authors are connected to others via trust
statements indicating that the source of the trust statement has a certain degree
of trust in the capabilities of the target to provide ‘good’ documents, for instance
to write excellent scientific papers with a well-elaborated argumentation and a
‘sensible’ opinion from the source’s point of view.

Trust statements range from blind trust to absolute distrust represented as
numerical values t ∈ [tmin, tmax], usually t ∈ [−1, 1]. Based on direct trust state-
ments between authors, trust relationships can be interpolated between authors
who are indirectly connected. This reflects human behavior in so far as we trust
to some extent the friends of our friends. A number of trust metrics has been
proposed such as the path algebraic trust metric by Golbeck et al. [9] or the
spreading activation strategy by Ziegler and Lausen [10]. Most trust metrics are
limited to trust values between 0 (no trust), and 1 (maximum trust). Guha et
al. [11] discuss research issues on distrust also concerning the development of a
metric that is able to cope with trust and distrust. In the following sections we
assume to have a fully propagated author trust network.7

6 For a discussion of convergence problems in leaves see [1].
7 The algorithms described in the next sections simply use the trust edges regardless

of how they were assembled and which algorithm was used to do the propagation
(as long as it gives a consistent network). They therefore certainly also work on
unpropagated trust networks, although this does not include all information that
could be inferred.
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Fig. 2. Author trust network

Trust networks, a specific type of a social network, can be found more and
more on the web. Users publish their profiles and indicate whom they know—and
trust—in many web-based social communities such as friendster or orkut. These
communities had in 2005 already tens of millions members. Social network data
has also attracted much attention in the last years as basis for recommender
systems in research as well as in commercial applications. Well-known examples
are epinions, a product review platform, which uses the explicit trust network
between its users to select the product reviews to be presented to a user and
ebay’s reputation system. The Friend-Of-A-Friend (FOAF) vocabulary has been
extended to include trust statements8 by Golbeck et al. [9]. Users can express
in the FOAF files, provided for example at their personal homepages, not only
whom they consider as friends but their degree of trust, too. However, to our
best knowledge, there is not yet any explicit trust network between the authors
of scientific papers available on the web. The simplest approach to build up a
basic trust network would be to take directly coauthorships and to derive the
weights based on some other information such as the frequency of the coau-
thorship. Another hint to a relationship is membership in the same institute /
organization. Approaches have therefore been presented such as [12] who aim to
build trust networks by mining the web. [12] have constructed a trust network
for an academic society, namely the Japanese Society of Artificial Intelligence,
on the basis of information published in the web. Besides of coauthorship and
co-membership in the same laboratory, they consider co-membership in projects
and committees and participating in the same conference as indicators for a
social relationship. Such network could be used in the trust-enhanced visibility
measure. Theoretical foundations and research projects on trust-based recom-
mender systems are provided for instance by Guha [13], Montaner et al. [14] and
Kinateder and Rothermel [15].

An author trust network allows to add “meaning” to references: if we know
that author A trusts author B in the sense that A likes B’s point of view and the
quality of her work, we can assume that a reference in a paper of A to a paper
of B supports this paper. On the other hand, if an author C distrusts an author
D (e. g. D is a creationist and C a darwinist), a reference in a paper of C to one
of D normally will not support D’s paper. This certainly will not hold for all
references but works well enough to improve network reference based rankings.

8 See the ontology for trust ratings at http://trust.mindswap.org/ont/trust.owl
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The author trust network provides additional information which is not de-
ducible from the document reference network. Considering information from an
author trust network, it can be distinguished whether a document has a high
rank due to its usefulness or because it is very controversially discussed.

4 Trust-Based Visibility: A Two-Layer Approach

Figure 3 shows a two-layered network with the author trust network at the top
and the document reference network at the bottom.9 In the document network
information is located in the vertices (the documents’ visibilities) while in the
trust network information is located in the edges (with tA→B the value of the
trust edge from A to B).

An author has written one to several papers and each paper is written by
one to several authors, so the relation “author of” connects both graphs. In the
following sections we show how to bring the trust information down to the doc-
ument reference network and how to modify a visibility function to incorporate
this information to get enhanced measures.

4.1 Propagating Trust to the Document Reference Network

In the first step, the trust values are propagated to the document reference net-
work. As its edges are not annotated the idea is to map the trust information
from the trust network edges to the document network references. This is done
by identifying each document with its author(s) and attributing each reference
with the corresponding trust value (e. g. the edge e11→42 from p11 to p42 is at-
tributed with tA→B for A and B being the authors of the referencing respective
referenced document). Coauthorship maps more than one trust value to a refer-
ence.

Now the visibility of a document pa can be calculated depending on the vis-
ibility of the documents referring to pa and on the trust attributes of these
references using a trust-enhanced visibility function vft:

visa = vftpa
(Ra, Ea) with Ea = {ex→a | px ∈ Ra}

with Ra the set of documents referencing pa and Ea the set of attributed edges
from Ra to pa. As the next sections show, there are different ways to model how
these trust edges contribute to vft.

4.2 Associating Weights to Document References

The next step to build trust-enhanced visibility functions is to turn the attributed
into weighted edges. These weighted edges will be used to create the enhanced
visibility functions. A visibility measure as described in Sec. 2 handles all refer-
ences equally. The idea of using weighted references is that the weights modulate
9 To simplify the example we show an acyclic part of a document network. All algo-

rithms will work on arbitrary graphs, e. g. webpages.
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Fig. 3. Combining trust and document reference network

the support in visibility one paper gives to another: if the edge ea→b from docu-
ment pa citing document pb has a high weight, then the visibility visa of pa will
give high support to the visibility visb of pb. In contrast, with a low weight, visb

is less supported by visa.
Depending on the trust network an edge ei→j may have zero, one or more than

one trust value associated. We conflate these values to one value ēi→j represent-
ing the average trust value. In most scenarios we can assume that distrusting
authors will not write a paper together and therefore the attributed trust values
do not differ too much, so using the average trust value is feasible.10 If the edge
ei→j is not attributed by any trust value a fixed value ēdefault ∈ [tmin, tmax] is
used.

The resulting ēi→j cannot be used directly as edge weight because trust values
may be negative11 while we need non-negative edge weights.12 So edge weights
wi→j are computed from ēi→j by a mapping function

I : [−1, 1] → [0, m]
wi→j = I(ēi→j)

10 In other scenarios edges with highly differing trust values (i. e. coautorship of dis-
trusting authors) have to be coped with in a special way.

11 At least in some trust metrics (the interesting ones), trust values can be negative,
e.g., t ∈ [−1, 1], with -1 for distrust and 1 for trust.

12 Technically many visibility functions can cope with negative weights. Nevertheless
the semantics of negative weights is not clear. A visible paper pi citing pj with a
negative weight would lower visj (even to values < 0). This is not reasonable, because
each additional citation increases the chances of pj to be found, even if the citation
is deprecatory.
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Table 1. Examples for mapping functions

I+: wi→j = Δ + ēi→j , with Δ ≥ −tmin

guarantees non-negative weights, but weights may get
values greater 1.

−1

1

0
Δ

+1

−1

Δ

Δ

I ′
+: wi→j =

Δ + ēi→j

Δ + tmax
, with Δ ≥ −tmin

guarantees wi→j ∈ [0, 1].
−1

1

0

1

I|| : wi→j = |ēi→j |
highly trusting and highly distrusting references give the
same (high) weight.

−1

1

0 0

1

I� : wi→j = 1 − |ēi→j |
neutral references give most, highly trusting and
distrusting references small support. −1

1

0 0

1

Iλ : wi→j =
ēi→j for ēi→j ≥ 0
−λēi→j (λ ∈ (0, 1)) otherwise

reduces the influence of distrust references (e. g. with
λ = 0.5 they only contribute half).

−1

1

0 0

1

I0 : wi→j = max{0, ēi→j}
distrust references give zero weights.

−1

1

0 0

1

ensuring non-negative weights. We will see that for some visibility functions edge
weights must be between zero and one (i. e. m = 1; wi→j ∈ [0, 1]) while others
work with any non-negative weights.

By choosing different mapping functions, different trust semantics can be
established. So one can decide how the trust values influence the weights and
whether the impact of negative edges (distrust) should be small or large (see
table 1): to which amount does a document referencing another document of a
trusted author, a distrusted author or a neutral author support its visibility?
For example with I ′+ nearly no support is given to distrusted documents while
choosing I|| the support of highly trusting and distrusting documents is high
while neutral citations give no support, inversly to I�.
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Most of the mapping functions I shown give weights spanning the whole
interval [0, 1]. Modifying I to

Iβ(ēi→j) = (1 − β) + β · I(ēi→j)

allows to finetune the influence of the author trust network on document visibility
by changing β: for β = 1 is Iβ(ēi→j) = I(ēi→j), i. e. maximum impact of the trust
network, decreasing β gives decreasing impact and for β = 0 is Iβ(ēi→j) = 1,
i. e. no impact of the trust network.

Choosing the right mapping function is an application specific design deci-
sion. For some application scenarios it might even be appropriate to consider
only distrust links although this seems very strange in the first place. However,
analyzing a case of scientific misconduct such as the case of Hwang, a visibility
function giving the distrusted papers can support users in the analysis of gray
literature remaining after the investigations in cases of scientific misconduct. In
these investigations, not every document is clearly proven to be valid or faked,
but for a large number of documents by the accused author or his coauthors,
validity remains unclear. Highly ranking distrusted documents therefore reflects
the community’s suspicions about a certain gray paper.

4.3 Weighted Visibility Functions

Now these weights can be used to create trust-enhanced visibility functions. In
the most simple case, weights are directly used to modulate any reference net-
work based visibility function making it trust-aware by multiplying the visibility
contributed by ei→j from pi to pj by wi→j . For example with PageRank we get
the “simple weighted PageRank”:

visa = (1 − α) + α
∑

pk∈Ra

wk→a · visk

|Ck|
This lowers the average visibility distributed (for tmin, tmax ∈ [−1, 1]), except for
I+.13 Therefore introducing weighted references in a certain visibility function
may disturb convergence. Renormalization of all visibilities may hence be nec-
essary in each iteration step. By choosing a slightly different approach this can
be avoided, as the next section shows.

4.4 Weighted PageRank

According to the PageRank, a page pr referencing k other pages pr1 to prk
con-

tributes with visr

k to each of the referenced pages. By modulating the contribution
by edge weights wr→ri , we get the contribution14

vispr→pri
=

wr→ri∑
prj

∈Cr
wr→rj

visr .

13 Calculating the visibility without weighted edges is equal to setting all edge weights
to 1. So with a weight wk→a < 1 the contribution of pk to the visibility visa of page
pa is lowered from visk

|Ck| to wk→a · visk
|Ck| .

14 Note that even for wr→ri > 1 the fraction is below 1, so I+ can be used as weighting
function.
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Inserting this into PageRank15 we obtain the trust-aware visibility function16

visa = (1 − α) + α
∑

pk∈Ra

vispk→pa

= (1 − α) + α
∑

pk∈Ra

wk→a∑
pj∈Ck

wk→j
visk

This does not change the amount of visibility distributed from one page, but now
some references gain more and others less. So this is a kind of local normalization
on each page. It is sensitive to relative trust differences, but not to absolute
values: the support of a paper by an author A trusting B and distrusting C to
papers of B and C is clearly distinguished from the support of a similar paper by
an author A′ distrusting B and trusting C, but the papers of an author trusting
all others and an author distrusting all others give similar support and here the
algorithm is not sensitive at all. And at least for a page with only one outgoing
reference nothing changes. So as long as the relative trust relations are of interest
the approach is feasible, otherwise another function (like the “simple weighted
PageRank”) has to be used (see section 4.6).

The way and the strength to which trust values contribute to the visibility
of a document can be customized by changing the mapping function. Note that
this algorithm ensures that the same amount of visibility is distributed as for
original PageRank, albeit the amount for single edges change.

Using I+ as mapping function, the influence of trust can be finetuned by
changing Δ: for Δ → −tmin only references with high trust contribute while
with Δ → ∞ we get the original PageRank.

with I+ :
wa→ai∑

paj
∈Ca

wa→aj

=
Δ + ēa→ai

kΔ +
∑

paj
∈Ca

ēa→aj

This definition of vft supports pages important within a certain community.17 A
page gaining many references from within the authors’ community (giving high
trust values) raises visibility while a page referenced from outside (low trust
values, distrust) decreases visibility. This may be feasible to some account but
will not fit all users needs. One may claim: “the best ranked papers are those
with only supporting references, but for me controversial papers are of greater
interest. And anyway, I want to get the important papers of my community, not
of others.”

This motivates to consider two further aspects in the adapted visibility func-
tions. On the one hand, a trust-enhanced visibility function that favors contro-
versially discussed documents is required. On the other, a personalization of the
visibility function permits to better match the users’ individual needs.
15 This modification is not restricted to PageRank, other visibility functions are adapt-

able accordingly.
16 To increase efficiency, the fraction

wk→a

pj∈Ck
wk→j

should be precalculated once for

all references of the whole net.
17 A community is a set of authors trusting each other.
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Fig. 4. Controversial documents. Author A trusts B and C distrusts B, therefore p11

and p23 support p42 while p27 refuses p42.

4.5 Controversial References

A document is controversially discussed, if it is cited by both supporting and
refusing documents. For a given document pa examining the associated average
trust edges {ēi→a | pi ∈ Rpa} tells, how controversial it is. So (we assume trust
values tmin = −1, tmax = 1)18

δ̂ea =

∑
pi,pj∈Ra

(ēi→a − ēj→a)2 visi visj(∑
pi∈Ra

visi

)2

is a measure for the degree of controversy of a document pa. It provides the
highest ranks for the most controversially referenced documents.

Now this measure is used to modify the visibility visa of a page pa, we get

v̂isa = γ δ̂ea + (1 − γ) visa .

By choosing γ accordingly the contribution of the degree of controversy δ̂ea and
the page visibility, respectively, can be set.

Applying this to any trust-enhanced visibility function gives a measure sen-
sitive to controversially discussed papers. For example with weighted PageRank
we get:

visa = (1 − α) + α

⎛
⎝γ δ̂ea + (1 − γ)

⎛
⎝ ∑

pk∈Ra

wk→a∑
pj∈Ck

wk→j
visk

⎞
⎠

⎞
⎠ .

18 Without distrust (tmin = 0) we would not have any controversially discussed papers.
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Using this extended formula not only modifies the visibility of a document by
its degree of controversy but additionally propagates the modified visibility to
the cited documents. In other words: a paper cited by many controversial papers
gains visibility. This does not follow the strict definition of controversy as given
before and therefore may be an undesired effect. To only support strictly contro-
versial documents the visibility calculation is done in two seperated steps: the
visibility of all documents is computed by some arbitrary visibility function, and
then for each document pa its controversy-enhanced visibility v̂isa is computed
by the given formula without any propagation.

One inaccuracy is left in this model of controversy because we just used av-
erage values ēi→j for δ̂e, which would not give a controversy for a referencing
document written by two (or) more coauthors with very different trust values
regarding the author of the referenced document. You can claim that we simply
do not know why the authors decided to set this reference, therefore taking the
average is feasible (as done above). Alternatively the discrepancy can be mod-
eled by changing δ̂e to not using the average ēi→j but all single trust values
attributed to ei→j .

4.6 Personalized Trust Visibility Rankings

The visibility measure described in the last section points out controversial pa-
pers but does not incorporate a personal view. An additional step allows for
personalizing the rankings: assume we have edges ēi→k, ēj→l of high trust with
A being author of pi and B author of pj . A user U trusting A and distrust-
ing B will not agree that both edges count equal. A reference from a personally
distrusted author simply should count less. So we modify an edge ēi→k by tU→A:

ē′i→k =
tU→A − tmin + b

tmax − tmin + b
ēi→k with b ≥ 0

Now the influence of each reference directly depends on the trust of the user U
in the referencing author A (the degree of this dependence is moderated by b
with maximum influence for b = 0).

These personalized edges substitute the weighted edges from Sec. 4.2. Per-
sonalized edges can be used in most trust-aware visibility functions vft, e. g. the
simple weighted PageRank algorithm (Sec. 4.3), but not the weighted PageRank
of (Sec. 4.4) for here the local normalization obliterates the whole effect: as all
outgoing edges of one page are multiplied by the same factor (the fraction does
only depend on tU→A (with A the author of the page), and as the local nor-
malization of the weighted PageRank function is only sensitive to the relative
relations of the trust edges the weights are not changed.

Note that the described personalization only affects papers cited by the papers
of a trusted author and not the visibility of the trusted author’s papers. This
mostly is not the desired effect as normally not only papers cited by a trusted
author should be ranked higher than papers cited by a distrusted author but
also the papers of a trusted author should be ranked higher than the papers of
a distrusted author. This can easily be achieved by modulating the visibility of
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Fig. 5. Personalized Rankings. User U trusts author A and distrusts author C. There-
fore from U ’s point of view references set by A should be considered more important
than ones by C.

a paper by the user’s trust in its author,19 which also has impact on the cited
papers by propagation. So the formula given here is only an additional tool to
increase this effect.

5 Simulation

To show how the trust information from an author trust network can improve
visibility measures on a document reference network we evaluate our approach on
three simulated scenarios. Each simulation was run 10 times on 10 independent
document reference networks with ≈ 3500 documents from ≈ 100 authors each
citing 2 to 7 other documents.20 The mapping function used in all scenarios was
I ′+ (with Δ = 1), and the basic visibility function was PageRank (with α = 0.85).

The first scenario resembles the situation described in the introduction: an
author A is caught lying (writing papers with fake data) and gets untrusted by
the others. The document network is set up with 101 auhors trusting each other
with tX→Y = 1 (this is similar to using PageRank without weights). The visibil-
ity of each document is computed by (weighted) PageRank and the documents
are sorted by their visibility. The position of each document in this sorted list
gives its rank relative to the others. Now the scientific fraud is detected, and 80

19 We do not discuss how to do this in detail here for we focus on weighted edges.
20 Whenever possible an author cites in any new document at least one older document

written by herself.
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Table 2. The three tables show the results of 10 simulation runs (on 10 different
document reference networks) of each of the three scenarios described in section 5. Each
row gives the average change in the ranking of the observed documents in percent, the
last row gives the average over all runs. Each scenario has its own set of 10 document
reference networks (as the author distribution for each scenario is different).

scientific fraud controversials personalization

Δ%

1 22.17
2 19.74
3 25.36
4 21.70
5 19.32
6 23.22
7 23.99
8 17.09
9 24.76

10 18.50

avg. 21.59

Δ%

1 14.52
2 13.51
3 15.11
4 13.33
5 16.78
6 13.49
7 14.51
8 15.29
9 15.97

10 12.65

avg. 14.52

Δ%

1 1.55
2 1.94
3 2.05
4 1.79
5 1.95
6 1.60
7 1.62
8 1.91
9 1.73

10 2.27

avg. 1.84

of the 100 other authors suddenly distrust the cheater A (changing their trust
to distrust: tX→A = −1, as the validity of his other publications is doubtful).
The visibility of all documents is recalculated and the documents are resorted.
Now the position of every paper written by A is compared to its position be-
fore.21 In average each paper of A was ranked down by 22% (s = 0.027).22 This
means that a paper of A was ranked at position 100 of 3500 (there were only 99
papers with higher visibility), it is now ranked at a position around 870 (there
are 869 papers with higher visibility).23 This shows that the change in trust has
an appreciable impact.

The second scenario tests the impact of controversy. The documents are writ-
ten by three groups of authors: two small groups A and B (with 5 authors each)
and a large group C (with 90 authors)). Any author fully trusts the members
of its own group (∀X, Y ∈ X : tX→Y = 1). Authors of A, B trust authors of C
and vice versa (∀X ∈ (A ∪ B), C ∈ C : tX→C = tC→X = 0.5), and authors of A
and B totally distrust each other (∀A ∈ A, B ∈ B : tA→B = tB→A = −1). So
there are two small controversial groups of authors, and papers cited by both
groups should gain visibility by using a cotroversy-aware visibility function. Now
the visibility of all documents is computed (1) by using weighted PageRank and

21 We compare the relative rankings of the documents and not the absolute visibility
values, as we want to know whether the documents of A are ranked down relative
to the others.

22 The value of 22% is the average of 10 simulation runs on 10 different document
reference networks, s = 0.027 is the standard deviation.

23 This need not be true for each single paper of A, some may ranked down more, some
less, but for the average of all papers of A.
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(2) by using the controversy-enhanced weighted PageRank (with γ = 0.5) de-
scribed in section 4.5, and the documents are sorted accordingly. Compared to
ranking (1) the controversial documents (i. e. documents cited by at least one
author of group A and one author of group B) are ranked 15% (s = 0.012) better
in ranking (2),24 so the controversy-aware visibility function gives the desired
effect.

The third setup analyzes the effect of personalization. The documents are
written by 101 authors trusting each other (tX→Y = 0.5). A single user U
trusts one author A (tU→A = 1) while being neutral to the other 100 authors
(tU→X = 0). Now the visibility of all documents is computed using the simple
weighted PageRank25 without (1) and with (2) applying the edge modification
of section 4.6 (with b = 0). Comparing the document rankings of (1) and (2)
shows that documents cited by A are ranked 1.8% (s = 0.002) better26 with
personalized edges. Please remember that edge personalization only effects the
documents cited by a trusted author but not the documents written by her
(which would be accomplished by directly modifying document visibility). The
visibility of each document depends on the visibilities of the documents citing it
and on the edge weights of these citations. In the given scenario only 1 of 101
authors is considered trustworthy, so for a document cited by A in average this
only affects one of the incoming edges of this document (as the other citations
are from other authors). Therefore the shift of 1.8% is considerable large.

All scenarios show that using trust information of an author network to in-
troduce edge weights in the document reference network to be able to compute
weighted visibility rankings works and gives the expected results.

6 Conclusion and Outlook

In the paper we presented a framework for extending visibility functions to
include trust information. The structural information from the document refer-
ence network which serves as basis for visibility measures is combined with data
from a second source of information, the trust network between the authors of
the documents. In contrast to visibility functions as used typically in structural
web mining, trust-enhanced visibility functions encompass two novel aspects: on
the one hand, they deal with the semantics of the references. A reference can
be made due to agreement or disagreement. This is reflected in the proposed
visibility functions by considering the trust relationships between authors. We
proposed alternative functions which permit requesting users to obtain a ranking
that corresponds to their information need: papers which are widely agreed on
could be favored by a trust-enhanced visibility function or controversially ref-
erenced ones by an alternative one. On the other, integrating trust information
permits to personalize the ranking.

24 Average of 10 document networks.
25 As discussed in section 4.6 the weighted PageRank is not useful with personalization.
26 Average of 10 document networks.
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An author trust network is not the only possible source of trust information.
In another approach (described in [16]) we show how to integrate a trust network
between document readers giving recommendations on certain papers. Here the
trust information is included in the form of trust-weighted reviews as an addi-
tional component in the visibility functions. That is, the reader’s opinions on
a paper is weighted with the trust the requesting user has in this reader’s ca-
pabilities to review papers. Depending on the degree of trust in the reviewer,
the trust-weighted review determines the new, trust-enhanced visibility or the
classical visibility function predominates the result.

Having addressed the basic theoretical foundations of trust-enhanced visibility
functions, the described functions were evaluated by a simulation study with
three scenarios27. In future work evaluation with real data will complement the
simulation. The main problem on real world evaluation is to get a trust network
built up independently from a document network. As document network for
instance the citeseer document collection could be used.

Another important step in future work is to have a closer look on the author
trust network. Currently, trust edges are simply projected from the trust to the
document network and δ̂ea measures differences in trust weighted references to
pa. In a next step trust edges between referencing authors should be directly
taken into account: if author A with paper pi and author B with paper pj both
cite pk of author C also the trust edges from A to B and vice versa are interesting.
A trusting C and B trusting C is a more important sign if A and B distrust
each other. Evaluating all possible triades of authors (trust/distrust edges) in
the author trust network is work in process.
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Abstract. In this paper we propose a methodology for automatically retrieving 
document collections from the web on specific topics and for organizing them 
and keeping them up-to-date over time, according to user specific persistent in-
formation needs. The documents collected are organized according to user 
specifications and are classified partly by the user and partly automatically. A 
presentation layer enables the exploration of large sets of documents and,  
simultaneously, monitors and records user interaction with these document  
collections. The quality of the system is permanently monitored; the system  
periodically measures and stores the values of its quality parameters. Using this 
quality log it is possible to maintain the quality of the resources by triggering 
procedures aimed at correcting or preventing quality degradation. 

1   Introduction 

Web characteristics, such as dimension and dynamics [17], place many difficulties to 
users willing to explore it as an information source. Moreover, information retrieved 
from the Web is typically a large collection of documents. A query in Google for “Ar-
tificial Intelligence” gives, today, a list of 95.000.000 results. Organizing this infor-
mation conveniently improves the efficiency of its exploitation. To take advantage of 
the value contained in this huge information system there is a need for tools that help 
people to explore it and to retrieve, organize and analyze relevant information. 

The satisfaction of an information need on the Web is usually seen as an ephemeral 
one-step process of information search (the traditional search engine paradigm).  
The user is usually not assisted in the subsequent tasks of organizing, analyzing and 
exploring the answers produced. Vivisimo (http://vivisimo.com) and Tumba! [25] are 
exceptions where the retrieved documents are automatically (and immediately) clus-
tered according to syntactic similarity, without any input from the user, other than the 
keywords of the search query itself. We believe that it is also important to give the user 
the possibility of specifying how he or she requires the retrieved documents to be  
organized. 

Another important aspect is the existence of persistent information needs. This is 
the case of many professionals, such as scientists, who need frequent updates about 
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their area of activity. It is also the case of many societies, (professional or other) en-
gaged in constantly providing up-to-date information on a given topic to their mem-
bers in the form of a web portal. In this case the information is kept as a web resource 
by a team of editors, who select and edit the published documents. In some cases, the 
editor and the web end-user, the person who consults the resource, are the same per-
son. Persistent information needs on a specific topic may be answered by tools that 
keep an eye on the web, automatically searching for documents on that topic and that 
are able to present them to the end-users as expected by them. Editors have the role of 
expressing the end-user’s needs and preferences. 

In this paper we propose webTOPIC, a methodology that assists editors in the 
process of compiling resources on the Web, with the following characteristics: 

− allow for the broad specification of any topic, including its ontological structure, 
by a team of editors; 

− enable the effective exploration of large document collections by the end-user; 
− maintain quality, as perceived by end-users, at acceptable levels without requiring 

explicit effort by the end-user or the editor; 
− detect and adapt to drift in end-user needs and to changes in information sources. 

From the editor’s point of view, webTOPIC is a tool for specifying, collecting and 
organizing document collections that satisfy some specific and persistent information 
needs of the (end-)users. Once the editor has specified an information need, web-
TOPIC compiles resources following these specifications. A resource is a document 
collection satisfying a specific information need. We will refer to each specific user 
information need as a topic. Each resource is an instance of a topic. 

The user interacts with the methodology during two distinct phases: in the first 
phase the user defines the topic and specifies its characteristics (editor’s role), in the 
second phase the user explores the resources that are being compiled by the system 
(end-user’s role). The first phase is concentrated on a short period of time. The speci-
fication of a particular information need includes, among others, a taxonomy, which 
describes the ontological structure the user is interested in, and a set of exemplary 
documents. In the second phase, which occurs while the user maintains interest on the 
topic, the system follows the evolution on end-user preferences, automatically and in-
crementally building and keeping resources aligned with end-user current interests. 

In the rest of the paper we start, in section 2, by describing and comparing our ap-
proach to previous related work. Then, in section 3, we describe the webTOPIC 
methodology. We refer to its architecture and then describe its most relevant aspects, 
including the resource acquisition phase, document pre-processing, learning, resource 
presentation and exploration and resource quality. Section 4 describes the experiments 
we have conducted to evaluate our semi-supervised document classification method. 
In section 5 we present our conclusions and directions for future work. 

2   Resource Compilers 

An automatic resource compiler is a system that, given a topic, seeks and retrieves a 
list of the most authoritative web documents, as perceived by the system, for that 
topic [4]. This is a very broad definition, under which many distinct types of systems 
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may be considered, including, for instance, search engines. In our work we are inter-
ested in an automatic resource compiler, which, given a topic, has the responsibility 
of building and managing a collection of relevant documents in a continuous effort to 
keep the collection up-to-date. 

Many automatic resource compilation systems and methodologies have been pro-
posed in the past, exhibiting many interesting ideas and characteristics. 

Letizia (1995) [18] is a user interface agent that assists a user browsing the Web. 
Somewhat similar to Metiore [2], Letizia also suggests potentially interesting links for 
the user to follow. Interest in a document is learned through several heuristics that ex-
plore user actions, user history and current context. In Letizia the notion of interest is 
global to the user; it is not conditioned by the user objective. 

The ARC system (1998) [4], a part of the Clever project, compiles a list of authorita-
tive web resources on any topic. The algorithm has three phases. In the first phase – 
search and grow – a query is submitted to AltaVista and a root set is constituted with 
the top 200 returned documents. This root set is expanded by adding direct neighbors 
(both in-links and out-links); this expansion step is executed twice so the final ex-
panded set has a radius 2 links larger than the initial root set. In the second phase – 
weighting – the anchor text is extracted from the documents in the expanded set and 
links are weighted by the relevance of the terms in the anchor text vicinity. In the 
third phase – iteration and reposting – an iterative process is carried in order to  
compute authority and hub measures for each document in the expanded set. The 
documents with the fifteen highest scores of authority are returned to the user as the 
authority pages to the topic and fifteen highest scores of hub measure as the topic hub 
pages. 

Personal WebWatcher (1999) [21] is a system that observes users behavior, by ana-
lysing page requests and learning a user model, and suggests pages potentially inter-
esting to the user. The system operates offline, when learning user models, and at 
query time, when proposing interesting pages to the user. When a user downloads a 
web page the system analyses out-links and highlights those that seem interesting 
given the specific user model. Similar agents may communicate and exchange infor-
mation on similar users, leveraging particular experiences, through a collaborative or 
social learning process. The system learns by exploring requested pages: a page re-
quested to the server is considered to be a positive example of user interest and any 
links not selected are considered to be a negative example. In this way user relevance 
feedback is obtained without the need to explicitly request it to the user. 

Grouper (1999) [30], operated by the University of Washington between 1997 and 
2000, was a document clustering interface, that clustered document collections, at run 
time, as they were returned by HuskySearch meta-search engine (HuskySearch and 
Grouper ceased their service in 2000).  By generating clusters with simple descrip-
tions Grouper provided a way of organizing search results into collections for ease of 
browsing. Tumba! [25] is another example of a search engine (http:///www.tumba.pt) 
that organizes output into clusters. NorthernLight (http://www.northernlight.com) is a 
commercial search engine, mainly oriented to business, that presents many innovative 
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search capabilities, including the so called custom search folders, which is, again a 
way to cluster the output of a query. 

Personal View Agent, PVA, (2001) [7] is another personalization system that learns 
user profiles in order to assist them when they search information in the Web. This 
system organizes documents in a hierarchical structure – the personal view, which is 
user dependent and dynamic, automatically adapting to changes in user’s interest. 
Relevance feedback is also obtained implicitly, by analyzing information from proxy 
server log files; in particular, documents whose visit time is larger than 2 minutes are 
considered positive examples. All specific personal views (hierarchical structures of 
categories that represent user interests) are derived from the world view, a generalist 
pre-defined taxonomy used by default as a starting point of user interests. Personal 
views are updated by merging and splitting nodes (two crucial operators of the sys-
tem) in the hierarchical structure according to the perceived interest in each node. 

Metiore (2001) [2] is a search engine that ranks documents according to user prefer-
ences, which are learned from user historical feedback depending on the user objective. 
Queries might be based on content and also other document attributes, such as title, au-
thor and year. The user must define an objective for each search session. User models 
consist of the documents that the user has classified in previous sessions. Relevance or 
interest feedback is explicitly required from the user, who can classify each returned 
document in one of the following categories: “ok”, “known”, “?”, “wrong”. By default 
all documents are classified as normal, standing for not classified. 

Thesus (2003) [11] allows for the users to search documents in a previously fetched 
and classified document collection. In this system documents are classified based on 
document contents and link semantics; authors claim that in-link semantics might im-
prove document classification. The system includes four components: the document 
acquisition module, which starts from a set of seed URLs and crawls new documents 
following hyperlinks that carry specific semantics; the information extraction module, 
which extracts keywords from incoming hyperlinks from the documents in the collec-
tion and maps them to concepts in the predefined ontology; the clustering module, 
which partitions the document collection into coherent subsets based on keywords and 
also on the semantic tags associated to documents in the previous phase; and, finally, 
the query module, which allows for the user to explore the document collection. 

WebLearn (2003) [19] is a system that retrieves documents related to a topic, which 
is specified through a set of keywords, and then automatically identifies a set of sali-
ent topics, by analysing the most relevant documents retrieved in response to the user 
query that describes the topic. The identification of these salient topics is a fully 
automatic process that does not allow for user interference. 

iVia (2003) [23] is an open source virtual library system supporting Infomine 
(http://infomine.ucr.edu), a scholarly virtual library collection, from University of 
California, Riverside, of over 26.000 librarian created and 80.000 plus machine cre-
ated records describing and linking to academic Internet resources. It is a hybrid sys-
tem that collects and manages resources, starting with an expert-created collection 
that is augmented by a large collection automatically retrieved from the Web. iVia 
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automatically crawls and identifies relevant Internet resources through focused crawl-
ing [5] and topic distillation approaches. 

In the next chapter we will describe our methodology, webTOPIC, which shares 
some of these functional characteristics, although the mechanisms that are applied to 
guarantee them are distinct. Like PVA, the resource organization is dynamically 
adapted to drifts in user information needs. PVA, Letizia and Personal WebWatcher 
explore implicit relevance feedback based on the actions performed by the user during 
search sessions. These user actions are mainly related to server requests for web pages 
and the time between requests, a requested web page is considered to be a positive 
example. PVA also organizes resources according to a user specific taxonomy. This 
taxonomy is always derived from an initial static taxonomy, global to all users. PVA 
does not allow for the explicit definition of topics, each user has its own taxonomy 
independently of any specific topic. webTOPIC also exhibits characteristics that are 
not present at any of the previously discussed systems among which we may stress: 

− the presentation phase that we consider fundamental to help the user take advan-
tage of his or her resources; 

− the definition of corrective and preventive procedures, to be automatically exe-
cuted in order to keep system performance at acceptable levels, responding to pre-
sent or predictable drifts in user information needs; 

− topic organization defined by the user through examples. 

3   webTOPIC Methodology 

The webTOPIC methodology executes a continuous loop where each of the iterations 
consists on the following phases (adapted from [10,16]): 

− Acquisition: aims to find and retrieve, from the Web, as many relevant documents 
as possible while retrieving as few non-relevant documents as possible. 

− Pre-processing: comprises any transformation process that is applied to the re-
trieved documents to generate appropriate document models. 

− Learning: intends to find patterns and to learn how to satisfy user needs. 
− Analysis and Presentation: aims to facilitate the exploration of large document col-

lections and to detect and adapt to drift in user interests. 

3.1   Architecture 

Our methodology covers these phases as shown in Fig.1. 
The first iteration for a new topic goes from topic definition to document archival 

(tasks 1 through 8). This is a work conducted by the editor and the result is a first ver-
sion of the resource. From this point on, the process splits, and two distinct threads 
are executed: 

− in the first thread, the user explores the resource using a common browser (task 9). 
Usage data is collected so that feedback on current user’s interests is implicitly sup-
plied. This data is later analyzed (task 10) to detect any change of user’s interests, 
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− in the second thread (automatically scheduled and triggered) the system periodi-
cally refreshes the resource by retrieving new (or updated) documents from the 
web and classifying them (tasks 2, 5, 6 and 8). 

Explicit editor effort is required exclusively for topic specification, including  
exemplary document labeling (tasks 1 and 3). The methodology is responsible for  
collecting and analyzing end-user behavior, continuously improving the resource’s 
quality. 

 

Fig. 1. webTOPIC architecture 

3.2   Resource Acquisition 

During resource acquisition the system retrieves documents of a given topic and ar-
chives them locally – document retrieval is made through a meta-search process by 
invoking existing web search engines, such as Google or Altavista.. Before that, the 
editor is required to define the topic of interest. From this specification, the methodol-
ogy retrieves an initial set of documents that will be used to learn the topic taxonomy. 
From this point on the methodology will periodically execute the meta-search process 
in order to refresh the resource. 
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Topic Specification. Topics are specified by the editor, at tasks 1 and 3 (Fig.1). The 
most relevant features of the topic specification include: 

− a set of representative keywords, which will be used to generate the queries to 
submit at the meta-search process – for instance “computer” (task 1), 

− a taxonomy, representing the ontological structure of the topic – for instance 
(“hardware”, “software”, “book”) –  (task 1) and 

− a partially classified set of exemplary documents that should include labeled 
documents on every taxonomy categories (task 3). 

The topic taxonomy is a hierarchy of concepts specifying the ontological structure 
of the resource. The root is the topic itself. The taxonomy is merely a way of structur-
ing the resource according to user specific needs. Web documents are multi-faceted 
[3] and it is not possible to know which particular facet the user is interested in unless 
specified. 

Each document in the resource is associated to just one category – the most spe-
cific category in the taxonomy adequately representing the document. We assume that 
there is no uncertainty as to which particular facet is the user interested in and that the 
topic categories are not ambiguous. Under these assumptions a singular category 
might be associated to each document without ambiguity. 

Primary Data Set Acquisition and Cross-classification. Once a set of keywords is 
specified, an initial set of documents is retrieved from the Web. The editor is then re-
quired to classify a subset of these documents according to the topic taxonomy. We 
will refer to this document collection, which contains a set of exemplary documents, 
as the primary data set.  

Human classification of web pages is highly subjective, inconsistent and erroneous 
[15, 20]. Minimizing human classification errors at the primary data set is of  
crucial importance for the accuracy and global performance of the methodology. To 
minimize human errors, webTOPIC allows performing what we have called 
cross-classification: instead of relying on a single editor, the primary data set may be 
simultaneously classified by a team of editors. The labels assigned by these independ-
ent editors are then merged and ambiguous documents, those that have been assigned 
distinct labels by distinct editors, are set apart for disambiguation. Each of the editors 
in this team is assisted in the manual classification task by the manual classifier tool 
(Fig. 2). This tool reads the URL list file and the topic taxonomy – where it adds the 
special categories unlabeled and negative – and allows for the editor to preview and 
assign categories from the topic taxonomy to documents in the URL list. 

Document Retrieval. Meta-search Process. The first instance of a topic, which we 
have called the primary data set, is the consolidation of the results returned by the first 
meta-search cycle executed for the topic. Afterwards, the resource is automatically 
updated from time to time. The dynamic nature of the Web requires special attention 
so that we always have an up-to-date view of its content. The process in charge of 
keeping the freshness of the resource, accomplishes the following tasks: 

− detect and retrieve new documents, that are not yet part of the resource; 
− keep resource documents updated, by retrieving them, analyzing their characteris-

tics and decide whether they have changed since the last retrieval cycle; 
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− purge broken links; documents that are no longer available online must be ex-
cluded from the resource or, at least, marked as broken links. 

Whenever a web document is retrieved for the first time, its content changes or it is 
considered discontinued, the resource log is updated in order to keep a record of the 
resource evolution. 

 

Fig. 2. Manual classifier 

At every meta-search cycle the search engines that have been producing better re-
sults for the topic are selected and topic keywords are submitted to each one of them. 
After submitting the queries to these search engines, the answers are processed to ex-
tract URLs into a text file. This consolidated list of URLs, the result of a retrieval cy-
cle for a specific topic, must be classified. If it comes from the primary acquisition 
step the classification is a manual and partial process – step 3 (Fig. 1); otherwise it is 
automatic and full – step 8 (Fig. 1). 

Resource Instantiation. The instantiation of a new version of the topic – a new re-
source – depends on the current topic update mode. Two distinct modes are defined: 

− Content; in this mode a new resource is instantiated whenever the number of ac-
cumulated changes – retrieving of a new document, change in the content of 
document and detection of broken link – that were identified at the resource since 
its instantiation, reaches a pre-defined threshold. The initial value of this threshold 
is pre-defined but it is dynamically updated by the system. 

− Time; in this mode a new resource is activated periodically; the period is defined 
by the number of retrieval cycles that have been executed since resource activation. 
The initial value of the activation period is pre-defined but webTOPIC dynamically 
updates it. 
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3.3   Document Pre-processing 

Once archived, each document is submitted to pre-processing. This phase is responsible 
for transforming an HTML document into its representation in the selected document 
modeling framework. It includes a data preparation step, which extracts the required set 
of features from HTML files, and a data representation step, which builds the document 
model from the set of features previously extracted from the document file. 

Data Preparation. During data preparation any linguistic or structural symbols, such 
as HTML tags, are eliminated. Eliminating these symbols from the document reduces 
the feature set size, and therefore the computational effort. It is also important to iden-
tify the language of the document. This is crucial if we want to process multi-lingual 
resources. Language identification may be done from language profiles [22]. 

Data Representation. We propose a document model combining two document de-
scription levels – content and metadata – that are potentially valuable sources of evi-
dence concerning the classification of HTML documents. Each of these complemen-
tary aspects is characterized by a set of features: 

− Content description level is characterized by text words. Document content is rep-
resented in the vector space model. Each document is represented by its TF×IDF 
vector [1]. 

− Metadata includes first fetch date, current version date, URL, status, status date, 
number of retrieval cycles without change and automatic and editor labels. 

Detecting Document Version and Duplicates. A simple heuristic is applied to detect 
distinct versions of the same document and document duplicates: when receiving a 
new document, we compute the cosine between the new document and all other 
documents in the resource and select the highest cosine value. This value is then used 
to decide whether the document is new or potentially duplicated, based on a prede-
fined threshold (copy threshold). This threshold is, by default, set to 0,9 if there is no 
previous study supporting a distinct value. 

According to this copy threshold, documents are considered: 

− potential duplicates, if their cosine is above copy threshold, 
− distinct documents, if their cosine is below copy threshold. 

Potential duplicates are further analyzed to decide whether they are true duplicates 
or distinct versions of the same document. They are considered true duplicates if their 
cosine equals 1 or if the term-gap between them is less than 5% – again, this figure is 
set by default; otherwise they are considered distinct versions of the same document. 
The term-gap between two documents is computed from their content – TF vector – 
as the ratio of the sum of paired differences between term frequencies by the mini-
mum of the sum of term frequencies at each document. 

3.4   Learning 

Learning the topic taxonomy in an unsupervised manner, by applying clustering tech-
niques, does not seem appropriate. The user may be interested in an organizational 
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structure different from the one obtained with unsupervised techniques. On the other 
hand, a supervised learning scheme requires a large number of labeled examples from 
each category. This is a major drawback since the manual classification of web pages 
is highly time-consuming. 

We use a semi-supervised solution, requiring the editor to classify a few examples 
from the primary data set at an initial phase. The system will then learn a classifier for 
each category in the taxonomy, based on the exemplary pre-labeled documents, using 
semi-supervised techniques. It is only required that the set of pre-labeled examples 
covers all the taxonomy categories. 

Although the document model includes two distinct sets of attributes only its con-
tent – TF×IDF vector – is used to learn the taxonomy (from the metadata features, only 
human labels from the exemplary documents are used). Since we are relying exclu-
sively on content, we will apply standard text classifiers for classification purposes. 

Standard Text Classifiers. When applied to web pages, classical text mining meth-
ods treat each page independently. These methods explore the page content text, ig-
noring links between pages and the class distribution of neighbour pages. Several 
methods are available: 

− Rochio’s algorithm [12] is a classic method for document categorization in infor-
mation retrieval. In this method the training examples are used to build a prototype 
vector for each class. The prototype vector for each class is computed as the aver-
age vector over all the training document vectors that belong to the class. A new 
document is classified according to the distance measured between the document 
vector and the class prototype vectors. 

− Naive Bayes methods [12] use the joint probability of words and categories to es-
timate category probabilities given a document. Dependency between words are 
ignored, i.e., the method assumes that the conditional probability of a word given a 
category is independent from the conditional probability of any other word given 
the same category; this is the naive assumption. 

− k-Nearest-Neighbours (kNN) is an instance based classifier which has obtained 
good results in pattern recognition and text categorization problems [26, 28]. This 
method classifies a document based on the characteristics of its closest k 
neighbours documents. Documents are represented in the traditional vector space 
model and the similarity measure is the cosine between document vectors. The 
categories that have a relevance score above a given threshold are assigned to the 
document [29]. 

− Support Vector Machines (SVM) [13] are based on the intuition that a hyper-plane 
that is close to several training examples will have a bigger chance of making erro-
neous decisions than one which is as far as possible from all training examples. 
The SVM algorithm is a binary classifier that defines a maximum margin hy-
per-plane between the convex hulls formed by the training examples of each class. 

SVM and kNN classifiers are frequently referred to as the most accurate classifiers 
for text [6]. We have assessed the performance of these two classifiers in experiments 
described in section 4.2. 
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Semi-supervised Learning. webTOPIC uses a Support Vector Machine (SVM) clas-
sifier [13] – currently the most accurate classifiers for text [6] – wrapped in a simple 
semi-supervised algorithm called bootstrapping [14]. In this method, the classifier is 
wrapped in a process that iteratively labels unlabeled documents and adds them to the 
labeled set. This cycle is executed until one of the stopping criteria is met. One of 
these stopping criteria is based on the concept of classification gradient, which is in-
troduced here as a way of measuring model improvement between iterations. 

We have defined classification gradient as the percentage of unlabeled documents 
that have been assigned distinct labels from one iteration to the next. It is computed as 
the number of documents that have been given, at the current iteration, a different la-
bel relatively to the last iteration, divided by the total number of training documents. 
We assume that if a classifier, generated at a given iteration during the semi-super-
vised process, does not produce significantly different labels with respect to the 
previous iteration, the discriminative power of the classifier on the data has already 
been exhausted. 

This is used as one of the five stopping criteria for the semi-supervised classifier: 
 

1. The classification gradient is below the minimum threshold. The discriminative 
power of the data set has already been captured by the classifier; 

2. None of the predictions has a posterior probability greater than a pre-defined 
threshold. All unlabeled documents are ambiguous to the classifier. 

3. Number of errors committed on human labeled documents increases when com-
pared to last iteration. Classifier judgment is diverging from users perspective.  

4. Number of iterations is greater than or equal to a pre-defined threshold. This crite-
rion halts the bootstrapping process if it is not converging. 

5. The number of unlabeled documents in the training data set is below a given mini-
mum. Tries to avoid potential over-fitting. 

The classification algorithm is described in pseudo-code: 

initialize labeled and unlabeled datasets 
while (none of the stopping criteria is met) { 
 save last generated classification model 
 learn classification model from labeled set 
 compute predictions for unlabeled as new.predictions 
 set newly.labeled = new.predictions with posterior > min 
 add newly.labeled to labeled and remove from unlabeled 
 compute #errors on human labels 
 compute classification gradient 
 compute missed.human.label 
 save predictions as previous.predictions 
 save previous.human.errors as #errors on human labels 
} 
return last saved classification model 

At each iteration a SVM classifier for each category in the topic taxonomy is gen-
erated and is applied to classify the documents at the unlabeled data set. For each 
unlabeled document, the algorithm compares posterior – the posterior probability of 
the most probable category – with a pre-defined minimum (min). If the category 
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probability is higher than this pre-defined minimum the predicted label is accepted 
and the document is marked as newly labeled, meaning that it has been labeled at the 
current iteration; otherwise we assume that there is not enough evidence to accept the 
predicted label for that document. When all the unlabeled examples have been proc-
essed, the documents marked as newly labeled at the current iteration (newly.labeled) 
are added to the labeled data set and removed from the unlabeled data set. No special 
attention is given to misclassification of labeled data unless when it occurs at hu-
man-labeled documents; the missed.human.label variable is set if the current iteration 
misclassifies more human-labeled documents than the previous one. 

When any of the stopping criteria is met, the bootstrapping cycle stops, the current 
SVM model is discarded and the previous one will be returned and used to classify 
new documents to be included in the resource. 

3.5   Resource Presentation 

Presentation Layer. This is implemented as a graphical interface and has two main 
purposes: it allows the specification of an information need – a topic – and it enables 
the exploration of the results, the resources. It helps users to explore large resources 
and to analyze particular documents while bearing in mind the whole collection and 
the relationships between sets of documents. 

This presentation layer provides two distinct views of the topic: the organizational 
view and the exploratory view. 

Organizational View. The organizational view is a simple interface between users and 
resources oriented for resource manipulation. In this view the resource is seen as a di-
rectory tree where each node represents a concept of the topic taxonomy; the root di-
rectory stands for the topic itself. Each directory contains the set of documents that 
were labeled with the corresponding category.  

Editors can use this interface to manipulate the resource, for instance, by moving 
documents from one directory to another if they want to redefine the document’s la-
bel. Changes in the resource – newly retrieved documents, documents that have 
changed and broken links – are identified by distinct colors: a newly added document 
has its name printed in green until the user opens it for the first time, documents that 
have changed since the last access will be printed in yellow and documents that have 
become broken links are colored red. 

Document icons show the labeling mode – manual or automatic – followed by the 
posterior probability of the label, when the label has been automatically assigned. 
Other properties – essentially metadata attributes – are directly available through the 
document icon. 

This interface has a set of functionalities, which allow the editor to reorganize the 
topic, such as: 

− topic taxonomy may be updated by creating new concepts at any node in the tax-
onomy, moving nodes from one location to another or removing nodes. 

− moving a document from one node to another is assumed by the system as explicit 
editor re-labeling, corresponding to the manual classification of that document. 
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Fig. 3. Resource presentation, organizational view 

 

Fig. 4. Resource presentation, exploratory view 

Exploratory View. The exploratory view is the graphical interface to the resources. It 
is meant for users who want to understand the internal structure of the resource and 
how topic categories are covered and related. This view is inspired in the Vibe system 
[24] and supports users in the management of the details and structure of large docu-
ment collections, namely: 

− characterization of points of interest (POI) [24] based on several properties from 
documents. A POI is a concept, of relevance for the topic, characterized by a set of 
attributes; documents are associated to POI and are shown on the graphical inter-
face according to their similarity based on these attributes; 

− size, color and shape of the icons representing documents may be dynamically as-
sociated to several features; 
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− allow the definition of the relative importance of POI; 
− eliminate all the selected – or all but the selected – documents from the display; 
− view all the documents that share some specific feature, or set of features, with any 

given document or set of documents. 

3.6   Analysis and Resource Quality 

Resource Quality. Resource quality is measured on a three-dimensional quality space 
along the dimensions: Automation, Efficacy and Efficiency. Automation is the com-
plement of the workload that was required to the editor. Efficacy is an aggregation of 
precision, accuracy and soundness. Efficiency aggregates recall, freshness and nov-
elty [1, 8]. A resource’s quality is a value between 0 – lowest quality – and 1 – high-
est quality. Quality is measured comparatively to an ideal resource, which would have 
a quality of 1, and would completely satisfy resource users. 

All quality factors – workload, precision, accuracy, soundness, recall, freshness 
and novelty - are periodically and automatically computed, from a set of quality indi-
cators that count the number of documents that present certain characteristics. Work-
load, for instance, is computed as the ratio of the number of exemplary documents 
that were manually labeled by the editor by the total number of documents that were 
obtained at the acquisition phase. 

We introduce soundness here to measure the validity of a given document that may 
be accurately classified and fresh but that describes the topic at some level that is not 
interesting to the user – it might be very superficial, or too technical. The soundness of 
a document may change as the user gets acquainted with the resource, so it should be 
measured within a limited period time. Document soundness is a kind of relevance not 
only regarding the topic itself but also depending on the depth of the knowledge of the 
end-user. Soundness is measured from the number of recent requests for the document; 
it is computed as the percentage of document hits relative to the total number of hits on 
documents of the same category, measured over recent past, say last 100 hits. 

Quality indicators that depend on resource usage are inferred from user feedback. 
User feedback is recorded from relevant user actions – such as move, print and view – 
performed while exploring resources, without requiring explicit editor effort. These 
user/resource interaction logs are processed to update documents metadata. Periodi-
cally the system computes the required quality indicators and computes and records 
the resource quality factors and coordinates. 

Adaptive Quality Control. Quality indicators, factors and coordinates are computed 
and recorded by the system itself, while in operation. This way, webTOPIC can con-
tinuously evaluate the current position of resources in the quality space and try to cor-
rect any eventual degradation on a specific quality factor, dimension or at a global 
level. Quality values are measured and stored to analyze the evolution and forecast re-
sources quality. Specific corrective procedures are pre-defined to be automatically 
triggered when the system quality falls off some established limit thresholds. The ap-
plication of forecasting techniques allows the execution of preventive measures, which 
are also defined. The methodology computes and records the evolution of the system 
quality and executes the preventive and corrective procedures, whenever necessary. 

The methodology just described is not yet fully supported by the current webTOPIC 
system. At the present we have a preliminary version that implements tasks 1 to 8  
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(Fig. 1), which allows specifying, compiling and organizing resources. The presenta-
tion, resource evaluation and adaptive quality control features are still being deployed. 

4   Experimental Results on Document Classification 

The accurate classification of web pages and, consequently, the correct organization 
of the resource, based on a small set of just a few manually labeled examples, are cru-
cial to the global performance of the entire system. In this chapter we describe the ex-
perimental study that has been conducted with the goal of evaluating the adequacy of 
semi-supervised learning for the automatic resource compilation setting. We will try 
to analyze two fundamental aspects of the classification task: 

− accuracy of the classifier on its own and 
− robustness against human errors during the initial pre-classification task. 

4.1   Resources 

We have chosen two distinct topics to perform our experiments: Artificial Intelligence 
(AI), which is of relevance for us, and Popular Events (PE), which is a topic that eas-
ily provides document collections. We are interested in organizing these topics ac-
cording to the following taxonomies: 

  

The resource on the topic AI has 66 documents and the resource on PE has 200 
documents. All documents in both resources are in Portuguese, since we are using a 
stemming algorithm and a stop-words list for the Portuguese language. This require-
ment became a major drawback when acquiring resources, especially on the topic AI. 

Both resources were fully labeled on their respective taxonomies, observing the 
following distributions: 

Table 1. AI resource 

Category # % 
Documents 22 33,3 
Events, information on events  23 34,8 
Research laboratories 21 31,8 

Artificial Intelligence (total) 66 100,0 

Table 2. PE resource 

Category # % 
Christmas 75 37,5 
Easter 66 33,0 
Carnival 59 29,5 

Popular Events (total) 200 100,0 
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These documents, from both resources, were processed by the webTOPIC proto-
type generating a set of informational structures. The lexicons of AI and PE resources 
have 5262 and 3732 terms, respectively. From these, we have excluded terms that  
appear in just one document. This allows for a significant reduction in the feature 
space dimension without loosing discriminative power since terms that appear in just 
one document are irrelevant for the classification task [27]. This way the effective 
dimensions of document-by-term weight matrices become 200×2240 for PE and 
66×1427 for the AI topic.  

4.2   Experimental Setup 

Since we classify web pages based on content we will apply text classifiers. In a  
preliminary phase we have chosen SVM and kNN – which usually present good  
performance at text classification tasks – and decide which, among them, is the best 
classifier given our datasets. Then we will use the selected classifier in the following 
experiments and try to evaluate its accuracy and robustness.  

SVM and kNN accuracy were evaluated with a 10-fold cross-validation process 
with both our datasets. The kNN classifier was used with k=5 (five neighbors). The 
results are summarized in Table 3 that presents the average error rate. 

Table 3. Supervised accuracy 

 Artificial Intelligence Popular Events 
 Error rate Std. dev. Error rate Std. dev. 
SVM 27% 5,2% 12% 4,1% 
kNN 38% 4,0% 24% 2,8% 

These experimental results led us to apply SVM. The learning task will be based 
on the semi-supervised bootstrapping algorithm described in section 0 and on the 
SVMLight classifier (http://svmlight.joachims.org/). 

4.3   Experiments 

The accuracy of the SVM classifier was initially estimated for the supervised setting; 
this served as a reference to be compared with the semi-supervised setting. 

To estimate the accuracy of our classifier we have generated several partitions of 
each of the resources, obtained by random sampling. Each partition divides the re-
source into two subsets: one of them is used to train and the other one to test the clas-
sifier. Training data sets contain a number of documents that ranges from 3 to 60, in 
the case of AI resource, and from 3 to 180, in the PE resource in multiples of three – 
the maximum train size is 90% of the resource size. We have generated 10 random 
samples for each of these training data sets and estimate generalization error rates by 
the mean computed over these 10 folds. 
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The minimum error rate, which we will use as our reference, has a value of 25%, 
for the AI resource – obtained when training with 42 examples and testing with 24 – 
and a value of 8%, for the PE resource – obtained when training with 45 examples 
and testing with 155. The results are summarized in Table 4. 

This previous study, under supervised conditions, conducted us to assess the 
semi-supervised setting on data sets with 45 training examples and 155 testing exam-
ples, for the PE resource, and with 42 training examples and 24 testing examples, for 
the AI resource. 

Table 4. Supervised accuracy 

 Artificial Intelligence Popular Events 
Generalization error 25% 8% 
#Training data set 42 45 
#Testing data set 24 155 

For each experiment the training data will be split in two parts: one where docu-
ment labels are made available to the classifier and another one where document la-
bels are hidden from the classifier. The number of labels available to the classifier 
ranges from 3 to 39 (AI resource) or 42 (PE resource). 

Training examples were obtained, for each experiment, by two distinct methods: 
random sampling and stratified sampling. Random samples are the same that have 
been previously used at the supervised setting. Stratified samples are obtained by 
 

Table 5. Semi-supervised accuracy for AI 

Error #la-
beled ran-

dom 
strati-

fied 

3 0,65 0,65 

6 0,61 0,54 

9 0,68 0,49 

12 0,70 0,47 

15 0,70 0,38 

18 0,60 0,37 

21 0,60 0,28 

24 0,46 0,33 

27 0,40 0,30 

30 0,34 0,25 

33 0,32 0,26 

36 0,27 0,25 

39 0,28 0,25  
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Table 6. Semi-supervised accuracy for PE 

Error #la-
beled ran-

dom 
strati-

fied 

3 0,54 0,55 

6 0,64 0,54 

9 0,55 0,35 

12 0,57 0,40 

15 0,57 0,33 

18 0,54 0,44 

21 0,60 0,49 

24 0,32 0,25 

27 0,32 0,18 

30 0,27 0,17 

33 0,17 0,10 

36 0,14 0,10 

39 0,11 0,08 

42 0,09 0,08  
 

merging three random samples (one for each category) with the same number of  
examples, each one extracted from the set of training documents that have a given 
category. 

Stratified sampling is analyzed because we wish to understand the influence that an 
asymmetric set of pre-labeled documents might have on the performance of 
semi-supervised classification, which may suggest special care on this subject at the 
exemplary document labeling task. Both random and stratified samples were tested 
and the results are presented at Tables 5 and 6. 

From these experiments, we are lead to believe that semi-supervised learning re-
duces the workload of the resource editor without compromising accuracy. For the PE 
resource we have achieved, with the supervised setting, a minimum error of 8%, with 
a workload of 45 labeled documents. Applying semi-supervised learning we have an 
error rate of 10% for a workload of 33 documents, thus reducing the editor’s work-
load in 27% for nearly the same accuracy. 

Special care should be taken to guarantee, as far as possible, that the taxonomy 
categories are uniformly distributed over the human labeled exemplary documents 
since unbalanced distributions deteriorate classifiers accuracy. 

Robustness was evaluated on data sets derived from the ones used to estimate ac-
curacy. Testing data are the same. Training data sets have the same examples but la-
bels were deliberately corrupted. These errors emulate human classification errors. 

Erroneous labels have two properties: the original label where the error was com-
mitted and the erroneous label that was assumed instead of the true one. Committed 
errors may be either random or systematic, concerning both these properties. Random 
errors are committed in documents from distinct categories while systematic errors 
are consistently committed on documents of the same category. On Table 7 we refer 
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to these properties by Random, for random errors, or by SystematicN, for systematic 
errors, where N stands for the category where the error was committed. We character-
ize four distinct error profiles based on these two properties and generate four training 
groups, one for each error profile. We have computed error rates for each error profile 
with increasing percentage of inserted errors. 

The robustness of our classifiers may be evaluated from these results. The resource 
on PE exhibits an increase of 3,5% – over the original error – at the generalization er-
ror rate for an increase of 1% at the training data set, if errors are random. This degra-
dation is worse, as expected, if errors are systematic. 

Table 7. Slope of error rate by inserted errors percentage 

 Trend line slope 
Error profile AI resource PE resource 

Random/Random 6,1% 3,5% 
Systematic3/Random 6,2% 5,2% 
Systematic3/Systematic4 6,3% 5,2% 
Systematic3/Systematic5 7,7% 7,2% 

5   Conclusion 

We have designed an automatic system, aimed at compiling informational resources 
on the web, which adapts to user information needs and changes in information 
sources, providing tools that help exploring large resources. Such a system allows in-
dividuals and organizations to create and maintain focused web resources. 

The classification of web documents is a critical task since the resource quality 
perceived by the end-user is highly influenced by the classifier accuracy. Moreover, 
this task is still more critical because training documents are very expensive to obtain 
and high classification accuracy requires large training data sets. Semi-supervised 
classification algorithms are particularly suitable under these circumstances. 

In our experiments, semi-supervised text classification obtained error rates compa-
rable to the supervised setting, but for lower workloads. We have achieved a reduc-
tion of 27% on workload, without significant increase in error rates. This is especially 
the case if exemplary documents are stratified according to the distribution of labels 
in the resource. Biased label distributions at the exemplary documents deteriorate 
classifiers accuracy. 

Concerning robustness, experimental evidence indicates that systematic errors – 
committed on exemplary documents labeling – produce worse effects on error rate 
than random errors. While random errors introduce white noise that equally affects all 
labels, systematic errors introduce erroneous patterns that explicitly misguide the 
classifier. 

We have proposed and implemented a methodology that already accomplishes 
some of the aims mentioned above. In the following we identify some of the current 
shortcomings of our proposal and suggest paths for improvement. Our prototype uses 
flat classifiers that ignore inheritance properties and hierarchical relationships  
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between the classes that constitute the topic taxonomy. Applying hierarchical classifi-
cation techniques [9] might improve classification. 

The application of information extraction techniques may also add very interesting 
capabilities. These techniques may generate document summaries, or summarize the 
content of sets of documents, which may be very valuable at the presentation layer. 
We may explore information extraction techniques to automatically build a report on 
the current state of the art of some topic, specifically structured according to the or-
ganization preferred by the user. 

When defining a topic the user may choose any arbitrary taxonomy; webTOPIC 
does not impose any kind of restriction or rule on this subject. We intend to develop a 
web document model, consisting of several independent sets of features, covering 
most of the aspects that the user may explore to organize the resource. The classifica-
tion task would then proceed in two steps: in the first step it learns the most adequate 
set of features for the topic and in the second step it uses that set of features to learn 
the taxonomy. This classification process may improve the flexibility of the topic 
definition. 
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Abstract. We show that eigenvector decomposition can be used to ex-
tract a term taxonomy from a given collection of text documents. So far,
methods based on eigenvector decomposition, such as latent semantic in-
dexing (LSI) or principal component analysis (PCA), were only known
to be useful for extracting symmetric relations between terms. We give
a precise mathematical criterion for distinguishing between four kinds of
relations of a given pair of terms of a given collection: unrelated (car -
fruit), symmetrically related (car - automobile), asymmetrically related
with the first term being more specific than the second (banana - fruit),
and asymmetrically related in the other direction (fruit - banana). We give
theoretical evidence for the soundness of our criterion, by showing that in
a simplified mathematical model the criterion does the apparently right
thing. We applied our scheme to the reconstruction of a selected part of
the open directory project (ODP) hierarchy, with promising results.

Keywords: Taxonomy Extraction, Ontology Extraction, Semantic Tag-
ging, Latent Semantic Indexing, Principal Component Analysis, Eigen-
vector Decomposition.

1 Introduction

Eigenvector decomposition has proven to be a powerful tool for a variety of
machine learning and information retrieval tasks. Its use comes under a variety
of names: principal component analysis (PCA), latent semantic indexing (LSI)
or latent semantic analysis (LSA), multidimensional scaling, spectral analysis
or spectral learning, and many more. In this introduction, we first explain the
common principle behind all these names. We then show how we make novel
use of this principle to derive a term taxonomy, given only a collection of text
documents with no external knowledge base whatsoever.

For eigenvector decomposition to be applicable, the data must be suitably
cast into matrix form. For collections of text documents, the following document-
term matrix representation is standard. Each row corresponds to a document,
and each column corresponds to one of the words occurring in the collection (the
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so-called vocabulary). An entry in the matrix is, in the simplest case, a count
of how often the respective word occurs in the respective document. This can
be normalized in a number of ways, for example, by having different weights for
different terms, or by normalizing the norm of each column of the matrix to be
1. In any case, for each document only a small fraction of the words will have a
non-zero entry, so that the matrix is very sparse. This has practical importance
because sparse matrices can be decomposed much more efficiently than dense
ones: the computational complexity is essentially proportional to the number of
non-zero entries. A keyword query can be represented just like a document, with
a non-zero entry for each query word.

Given the matrix representation, the similarity between two documents, or
between a document and a query, can be measured by the similarity between
the corresponding (high-dimensional, yet sparse) row vectors. A typical measure
of similarity between two such vectors is the so-called cosine similarity, which
is just the dot-product between the two vectors, divided by the product of their
Euclidean lengths.

With an appropriately normalized document-term matrix, this vector similar-
ity approximates the true similarity of the documents (as perceived by a human
with regard to their contents) surprisingly well, except for one principal draw-
back. If two documents, or a document and a query, have no words in common,
their similarity is zero, even if they are about the same topic but just happen
to use different words to describe it. For example, there might be two texts on
automatic taxonomy extraction, one of them indeed using the word taxonomy,
but the other consistently using the word hierarchy. The similarity of the two
vectors will then be relatively low, thus not accurately reflecting the strong sim-
ilarity in topic.

Eigenvector decomposition of the document-term matrix is a way to overcome
this problem. The basic idea is to project the documents as well as the query
from their high-dimensional space to a space of a given much lower dimension
k. This space is spanned by a set of eigenvectors derived from the document-
term matrix. In the simplest case, these are just the eigenvectors pertaining to
the k largest eigenvalues of the product of the document-term matrix with its
transpose (the so-called term-term correlation matrix). The idea is that while
the dimensions in the original space correspond to words — which are different
even if they mean similar things — the dimensions in the lower-dimensional
space correspond to a set of semantic concepts underlying the collection.

Many variants of this approach have been proposed and shown useful for a
wide variety of machine learning and information retrieval tasks. In [8] and [3] it
has been shown that for collections of text documents, eigenvector decomposition
methods essentially work by identifying pairs of related terms.

1.1 Our Contribution

All previous applications of eigenvector decomposition in information retrieval
tasks were symmetric in the sense that the implicitly identified term relations,
in the sense of [3], were symmetric.
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In this paper we extend the results of [10, 11] which showed that eigenvector
techniques indeed have the power to discover asymmetric relationships between
terms, in particular hyponym/hypernym relationships as in banana - fruit,
which together form a taxonomy of terms. This is the first time eigenvector
techniques have been used — and shown to be useful — for such a purpose. In
particular, we give a mathematical criterion for determining the relationship of
a given word pair: unrelated, symmetrically related, or asymmetrically related.
In the case of an asymmetric relation, the criterion identifies a direction, for
example, it finds that banana is more specific than fruit and not vice versa.
We show that in a simplified mathematical model our criterion classifies all term
pairs correctly.

The criterion does not (and cannot possibly) distinguish between whether the
more specific term is a kind of the more general term like in banana - fruit
(hyponym/hypernym relation), or a part of it like in finger - hand (meronym/
holonym relation), or just some unspecific aspect of it like in disease - outbreak.
This restriction holds for all automatic taxonomy extraction schemes that do
away completely with an external knowledge base; see the discussion of related
work in the following section.

We tested our schemes on two hierarchies derived from the open directory
project (ODP) and manually checked the quality of the relations that were found.
The results are promising. There is no standardized benchmark for assessing a
given taxonomy with respect to a given corpus. In previous works, two sources of
quality assessment were provided. The first were extensive examples. The second
where small user studies, asking users to assess whether a set of given relations
makes sense. The examples were usually more expressive in terms of how the
method works than the user studies. In this paper, we give only examples.

1.2 Related Work

The work closest in spirit to ours is by Sanderson and Croft [25]. They say that
term A subsumes term B if and only if the set of documents containing term A
is (approximately) a superset of the set of documents containing term B. This
condition is checked for each pair of terms from a pre-selected set. Like in our
approach, no knowledge whatsoever on what the terms mean is used, that is,
each term could be replaced by a unique number, with no change in result. As
is common in vector-space based approaches, even the positions of the terms
in the text are ignored, that is, if each document were sorted alphabetically
(which would effectively make it unreadable for a human) exactly the same term
taxonomy would be extracted.

According to [3], our eigenvector decomposition approach in this paper can
be seen as way to assess the relations of all term pairs without the need for
actually looking at each term pair explicitly. In particular, we have no need for
an explicit pre-selection of terms as in [25].

The work by Sanderson and Croft has been extended in a number of ways.
For example, Nanas et al [22] first identified symmetric relations between term
pairs (via occurrence counts in a fixed-size sliding window) and then made those
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relations with a large difference in (a sort of) document frequency between the
two terms asymmetric. Glover et al [14] have explored the use of anchor texts
in a hyperlinked environment to determine the level of hierarchy of a term; they
do not explicitly compute individual relations though. Joho et al [17] showed
the usefulness of the subsumption hierarchies from [25] for interactive query
expansion.

Much work in information retrieval is concerned with building so-called topic
hierarchies, that is, finding a hierarchy of (relatively few) topics that describe
the collection well, and for each topic providing a succinct summary. The first
task is usually achieved by some form of hierarchical clustering. Summaries are
provided by giving few descriptive terms. Lawrie and Croft have shown good
results with this approach using language modelling techniques, for the topic
generation as well as for the summarization [20] [19] [18]. Chuang and Chien
have shown web search snippets to be useful [4]. A survey of the large body of
work along these lines is beyond the scope of this paper. Note that eigenvector
decomposition methods perform a kind of soft clustering on the collection, in
the sense that each document is assigned not to one but to a number of topics
(implied by the few selected eigenvectors).

It is surprising and interesting that fully automatic methods, oblivious of
any meaning of the words and sometimes, like ours, even of their position in
the text, can contribute anything at all to taxonomy extraction. The price to
pay is that for all these methods, including ours, the extracted relations are of
somewhat mixed quality. While a significant fraction of the extracted relations
are of the kind hyponym/hypernym (banana - fruit), many relations reflect that
one term is somehow an aspect of the other term, e.g., disease - outbreak. In
many applications these latter relations are of limited use.

The bulk of the existing very large body of work on taxonomy extraction
therefore makes use of some external knowledge base or the other. Given the
abundance of material, and the scope of this paper, we give only a brief overview
here. For a more comprehensive treatment, see the recent survey by Uren et al
[27] or the recent book by Buitelaar et al [6].

One of the simplest approaches, yet a very effective one, is the use of so-
called Hearst-patterns, that is, patterns in the text that are likely to point to a
hyponym/hypernym relationship [15] [16]. Examples are “such as”, as in “fruits
such as banana”, or “and other”, as in “banana and other fruits”. Following this
idea, numerous schemes with a more sophisticated linguistic parsing have been
presented. For example, Woods [29] used a large morphological knowledge base
to extract asymmetric term relations from compound phrases, such as “oak tree”
or “tree root”. In a similar vein, Anick and Tipirneni [2] measured the dispersion
of terms, that is, the number of compound phrases a particular term appears
in; terms with a large dispersion would be in the upper layer of their two-level
hierarchy. Maedche and Staab [21] combine established tools for shallow text
processing and association rule mining.

A simple and elegant way to boost approaches based on linguistic patterns
is to search for the patterns not on the collection, for which a taxonomy is
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to be constructed, but on the Web (or a similarly large and diverse external
collection). The basic idea is then to formulate a number of hypothetical relations
as keyword (phrase) queries, for example, "banana is a fruit" or "banana is
an animal", and then assess their validity by the number of hits obtained. Two
recent systems built on this idea are Pankow [5] and KnowItAll [13].

More sophisticated systems enhance the set of relations obtained by one or
more of these techniques, and/or relations input by a human, by various kinds
of bootstrapping techniques. The Snowball system, for example, tries to learn
new extraction patterns from the relations it already knows, then applies these
patterns to obtain new relations, from these tries to learn more patterns, and so
on [1].

Finally, there are many systems whose primary goal is not the extraction of
a term taxonomy but to assist the user in identifying meaningful relations by
offering few promising options. Examples are OntoMat [28] and SemTag [7].

2 Our Algorithm for Computing a Term Taxonomy

In this section, we give a mathematical criterion for determining the relation of
each term pair. The criterion is based on a sequence of low-rank approximations
of the term-term similarity matrix.

2.1 The Term-Term Similarity Matrix

Our approach requires a matrix that specifies for each term pair a similarity.
A simple way to obtain similarities between each pair of terms is to multiply
the document-term matrix A by its transpose, that is, compute S = AT A, and
take the entry Sij as a measure for the similarity between term i and term j. If
we normalize the columns (terms) of A prior to computing S, then all diagonal
entries (standing for the similarities of terms with themselves) will be exactly 1.
Two terms which never co-occur in any document, have a similarity of zero.

Other common measures for term-term similarity are as follows. For the so-
called Pearson correlation, the mean row (document) is subtracted from every
row (document) of A, and columns (terms) are normalized by dividing by their
standard deviation from the mean norm (after subtracting the mean document
from every document, the columns have mean zero, so this is equivalent to di-
viding the columns by their norms) of a column (term). Nanas et al. [22] count
the number of term co-occurrence in sliding windows of fixed length, giving
more weight to pairs of terms appearing close each other. Park et al. [24] use a
Bayesian network.

We remark that computing term-term similarities from term co-occurrence
information makes sense when each document of the given collection is on a
single topic: Two terms that co-occur frequently with each other must then refer
to a common topic and are thus related. If the documents are not believed to be
single-topic, we can always break them up into smaller single-topic chunks, and
call these our documents.
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The method we present here does not rely on a particular measure of similarity
or distance. The only requirement is an estimate of the similarity between any
two index terms, represented by a symmetric matrix S.

To determine the kind of relations of term pairs, we will look at all the low-
rank approximations of the term-similarity matrix S. Let S = VΣVT be the
eigenvector (Schur) decomposition of S. Then Sk = V(k)Σ(k)V(k)T is the best
rank-k approximation of S in terms of both Frobenius and L2-norm, where S(k)
is the diagonal matrix holding the k largest eigenvalues, and V(k) is the matrix
consisting of those k columns from V pertaining to these eigenvalues.

2.2 Term Validity Rank

We define the similarity simk(i, j) between the i-th and j-th terms at dimension
k by the entry S(k)ij . To investigate how the similarity of a term changes with
the dimension k, we define the notion of similarity curve, which is defined as
relatedness curve in [3].

Definition 1 (Similarity Curve). The similarity curve of two terms ti and
tj is defined as the plot of the function

k �→ simk(i, j) = S(k)ij

We seek a representation that is sufficiently detailed to encompass enough in-
formation for a term to be correctly represented, without being so detailed as
to distinguish between terms with essentially the same meaning. The following
definition uses the notion of a term being more similar to itself than to any other
term:

Definition 2 (Validity). A term t is correctly represented in the k-order ap-
proximation of the similarity matrix only if it is more similar to itself than to
any other term, that is, simk(t, t) ≥ simk(t, t’) for any other term t’ = t. The
term t is then said to be valid at rank k.

Note that for a term t, for a rank k < N , simk(t, t) is usually less than
simN (t, t), but still more than simk(t, t’) for any other term t’ when t is
valid.

It is useful to define the rank below which a term ceases to be valid:

Definition 3 (Validity Rank). A term t is optimally represented in the k-
order approximation of the similarity matrix if k − 1 is the largest value for
which it is not valid. Note that it implies that the term is valid at rank k, which
is the validity rank of term t and is denoted rank(t).

In practice it might happen for some terms that validity is achieved and lost
successively for a short range of ranks. It is not clear whether this is due to a
lack of precision in the numerically sensitive eigenvalue decomposition process
or to theoretical reasons.

The definition of validity was experimentally illustrated in [8] where all the
documents containing a specific term a were replicated in the database with a
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replaced by some new term a’. The query composed of the term a was shown to
return in alternation a and a’ versions of the documents as long as the rank k of
the approximation was below the validity rank of a. Beyond the validity rank,
version of the documents containing the term a were returned first, suggesting
that the representation of that term was ambiguous below rank(a), and unam-
biguous beyond it. This shows that if the rank of the similarity approximation
matrix and the validity rank of a term used as a single word query coincide,
then retrieval precision1 is optimal. This justifies Definition 2 a posteriori. An
extension to more than one term queries showed mixed results in [9]. A the-
oretical justification of the experimental result obtained in [8] was presented
in [3].

2.3 Term Taxonomy

In the experiment described above, we observed that terms a and a’ were not
correctly distinguished in the k-dimensional latent concept space if k is inferior
to the validity rank of a2. This shows that 1) the two terms bear a common
meaning to a certain extent, 2) the common meaning is more general than the
meaning of any of the two terms. For these two reasons, we call the common
meaning the concept3 shared by the two terms.

Moreover, we know by Definition 3 that below their validity rank, a and a’
are more similar to some other terms than to themselves. If they are both more
similar to a common term c valid at rank k, the representation of this term
better covers the concept common to a and a’: We say that a and a’ share
the common concept c∗ where the notation c∗ is used to recall the difference
between the representation of the single term document at full rank and at its
validity rank.

Definition 4 (Concept of a Term). A concept c∗ associated to term c is
a concept of term a if rank(c) < rank(a) and if for some rank k such that
rank(c) ≤ k < rank(a), a∗ is more similar to c∗ than to itself.

The requirement that rank(c) < rank(a) ensures that a∗ is never a concept of
c∗ if c∗ is a concept of a∗. If we associate terms to nodes and add directed links
from the terms to their concepts, we obtain a directed acyclic graph (DAG).
In practice, there is a whole range of ranks between rank(c) and rank(a) where
concept a∗ points to its concept c∗, and we keep only the largest one to con-
struct the graph. By identifying the concepts associated to all the terms, we can
construct a taxonomy. This is illustrated in Section 4.

There is a typically a range of ranks between rank(c) and rank(a) where
concept a∗ points to its concept c∗. This motivates the following definition:

1 We refer to the traditional definition of precision and recall.
2 Terms a and a’ being perfectly related, they have the same validity rank, as we will

show in Section 3.
3 This concept differs from the notion of latent concept popularized by Latent Semantic

Analysis.
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Definition 5 (Coverage of a Link). Define kmin and kmax as the mini-
mum and maximum k for which c∗ is a concept of term a. Since they verify
rank(c) ≤ kmin ≤ kmax < rank(a), we can define the normalized coverage of the
link between the two concepts as the ratio

coverage =
kmax − kmin + 1

rank(a) − rank(c)

The coverage has values in ]0, 1].

The coverage reflects “how long”, with respect to the possible range defined by
rank(c) and rank(a), the valid term was a concept for the other term. We will
see when we illustrate the hierarchy building procedure in Section 4 that the
coverage is a good predictor of interesting links.

3 Theoretical Underpinning of our Algorithm

We next justify the notion of validity rank via a simple model. Intuitively, if
a concept c∗ associated to a term c is a concept for a set of terms T then we
expect c to occur in the documents in which any of the terms a ∈ T is present.
We define a notion of a concept c∗ being a perfect concept for two other terms,
which have symmetrical co-occurrence patterns and are called perfectly related
terms in [3].

Definition 6 (Perfect Concept). Let A be a D × N document-term matrix
with D documents and N terms. Without loss of generality, let us assume that
the terms c, a and a’ correspond to the last three columns of A. Then, a and
a’ are said to be perfectly related to each other and the concept c∗ associated
to c is said to be a perfect concept for a and a’ if, for some permutation of the
rows,

A =

⎡
⎣A1 a1 a1 0
A1 a1 0 a1

B 0 0 0

⎤
⎦

where A1 is a sub-matrix of dimension d × (N − 3), a1 is column vector of size
d and B is a sub-matrix of dimension (D − 2d) × (N − 3), for some d with
0 ≤ d < D/2.

The following two lemmas say that a perfect concept c∗ of a pair of perfectly
related terms a and a’ induce a particular substructure in the eigenvectors,
which in turn implies that c is always more similar to itself than to a or a’
while for a large range of dimension k a and a’ are more similar to c than to
themselves. Hence c∗ is a concept for a and a’.

Lemma 1. Let S be an N × N symmetric matrix such that

S =

⎡
⎢⎢⎣

C 2β
α cT cT cT

2β
α c 2β2

α β β
c β α 0
c β 0 α

⎤
⎥⎥⎦
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where C is a symmetric sub-matrix of dimension (N − 3) × (N − 3), c is a row
vector of size N , α and β are scalers. Then,

1. The vector v = (0, . . . , 0, 0, − 1√
2
, 1√

2
) is an eigenvector of S with eigenvalue

α.
2. The vector v′ = (0, . . . , 0, −α

β , 1, 1) is an unnormalized eigenvector of S with
eigenvalue 0.

3. All other eigenvectors u of S are of the form u = (u1, . . . , uN−3, 2 β
αx, x, x)

for some x.

Proof. The proofs of parts 1 and 2 are straightforward, because Sv = αv and
Sv′ = 0. If u is any other eigenvector of S and if the last three entries of u are
uN−2, uN−1 and uN , then uN−1 = uN because u is orthogonal to v. Also, since
u is orthogonal to v′, we have α

β uN−2 = uN−1 + uN , hence part 3 of lemma 1
follows.

Lemma 2. For a document-term matrix A as in Definition 6, the correlation
matrix S = AT A has the form as described in lemma 1. This property is invari-
ant of whether the columns (terms) of A are normalized before computing S or
not.

Proof. The correlation matrix S = AT A has the form as in 1 with C =
2A1

T A1 + BTB, c = A1
Ta1, and α = β = a1

T a1. If the columns of A are
normalized first, then the normalized matrix becomes

A′ =

⎡
⎢⎣
A′

1
a1√
2|a1|

a1
|a1| 0

A′
1

a1√
2|a1| 0 a1

|a1|
B′ 0 0 0

⎤
⎥⎦

for some sub-matrices A′
1 and B′. Then, S = A′TA′ is of the form as in Lemma

1 with C = 2A′
1

TA′
1 + B′TB′, c = 1√

2
A′

1
Ta1, α = 1 and β = 1√

2
, hence the

lemma.

Suppose A is a document-term matrix as in Definition 6, terms a and a’ are
perfectly related to each other and c∗ is a perfect concept for a and a’. Using the
similarity curves of the terms c and a we show that c∗ is a concept for a as defined
in Definition 4. If the correlation matrix S = AT A is computed after normalizing
the columns of A, by Lemma 2, S has the form as shown in Lemma 1 with α = 1
and β = 1√

2
. From Lemma 1, we also know that v = (0, · · · , 0, − 1√

2
, 1√

2
) is an

eigenvector of S with eigenvalue α = 1. Also, v′ = (0, · · · , 0, − 1√
2
, 1

2 , 1
2 ) is the

normalized form of another eigenvector of S with eigenvalue 0. Let 1 be the k-th
eigenvalue of S. From Lemma 1 the three rows of V corresponding to terms c,
a and a’ are of the form

c :
√

2x1 . . .
√

2xk−1 0
√

2xk+1 . . .
√

2xN−1 − 1√
2

a : x1 . . . xk−1 − 1√
2

xk+1 . . . xN−1
1
2

a’ : x1 . . . xk−1
1√
2

xk+1 . . . xN−1
1
2
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Fig. 1. Similarity curves of c with a, a’
and itself. The curves for (c,a) and (c,a’)
actually overlap, but for clarity we have
shown them separately.
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Fig. 2. Similarity curves of a with c, a’
and itself. Until rank k, the curves of
(a,a) and (a,a’) overlap, but for clarity
we have drawn the lines separately.

From this particular substructure in the eigenvectors, we obtain similarity curves
of c with a, a’ and itself as in Figure 1, and similarity curves of a with itself and
two other terms as in Figure 2. To draw these similarity curves, we do not take
the eigenvalues of S into account because, for a general matrix like S, all the
eigenvalues cannot be determined, and as discussed in [3], the use of eigenvalues
does not change the overall behavior of the similarity curves. Also, to illustrate
the relative behavior of the curves clearly, we draw straight lines between the
main breakpoints of the curves.

Let us assume that the terms c, a and a’ are not related to any other term,
so that their validity ranks depend only on their mutual similarities. Since the
similarity curves of (c,c) is above the curves for (c,a) and (c,a’) for all ranks,
the term c is valid at all ranks greater than or equal to 1 and hence the validity
rank of c is 1. On the other hand, we observe from 2 that until dimension k,
sim(c, a) is larger than sim(a, a), so term a is not valid until rank k. However,
for ranks k or greater, the similarity curve of (a,a) rises above the curves of (a,c)
and (a,a’) (Figure 2) and so a is valid for all ranks k′ ≥ k. Hence the validity
rank of a is k. Here, c∗ is a concept for a∗ for all ranks k′ for 0 ≤ k′ < k.

4 Numerical Experiments

There are no standard procedures to evaluate hierarchies although some at-
tempts have been made [18]. Beyond the fact that evaluation is difficult even
when a group of volunteers is willing to participate, it also depends on the task
the hierarchy is designed for. For example, the measure used in [18] could not be
applied here as the scoring is based on an estimate of the time it takes to find
all relevant documents by calculating the total number of menus –this would be
term nodes in this work– that must be traversed and the number of documents
that must be read, which bears no analogy to this work.

As mentioned in the Introduction, we expect PCA to uncover symmetric and
asymmetric relations between terms. We can divide further asymmetric relations
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in two types: The first one is semantic and can be found in dictionaries like
WordNet4. These are relations that derives from the definition of the terms like
“cat” and “animal” for example. The other kind of relation we expect to uncover
is more circumstantial but equally interesting like, for example, “Rio de Janeiro”
and “Carnival”. These two words share no semantic relation, but associating
them makes sense. To evaluate the PCA hierarchy, we chose to compare the links
it extracts from the document collection associated with the Open Directory
Project5 to the original, edited hierarchy. To identify the ability of PCA to
extract “semantic” relations, we compare it with WordNet.

The Open Directory Project (ODP) is the most comprehensive human edited
directory of the Web. We extracted the hierarchies below the entries Shopping
and Science. Out of the 104,276 and 118,584 documents referred by these cate-
gories, we managed to download 185,083 documents to form the database we use.

Documents were processed with a language independent part-of-speech tag-
ger6 and terms replaced by their lemmata. We extracted only adjectives and
substantives to form the bag-of-word representations. Low and high frequency
terms as well as stopwords were discarded unless they appeared in the ODP
hierarchy. Documents were divided in blocks of 25 terms to reduce the confusion
of topics inside a same document (Section 2).

A path in the ODP hierarchy is composed as a series of topics, from the most
generic to the most specific. An example of such a path is “Health/Beauty/-
Bath and Body/Soap”. We discard concepts described as a sequence of terms.
For example, the previous sequence is transformed into “Health/Beauty/Soap”.
The hierarchy is then decomposed into direct links – i.e. relations that exist
between adjacent terms – and indirect links where relations between terms belong
to the same path. The direct links in our example are Health ← Beauty and
Beauty ← Soap and the set of transitive links is composed of the former links
more Health ← Beauty.

In order to test the stability of the discovered links, we bootstrapped [12] the
document database. The method consists in picking randomly with replacement
185,083 documents from the original database to form a new correlation matrix
before deducing a new set of links. This process is repeated ten times. The
number of replications where a particular link appears reflects its stability with
respect to variations in the database. We say that a link is stable when the
relationship between the two terms held the ten times, and in the opposite case
it is said to be unstable. For the science and shopping topics, half of the links
are stable.

This stability analysis permits us to discover terms that share an asymmetric
relation which direction changes from one re-sampling to the other (unstable
links). This points out terms with a symmetric relation like alluded in the Intro-
duction. Table 1 shows an unedited list of such relations as extracted from the
Shopping ODP database.

4 http://wordnet.princeton.edu
5 http://www.dmoz.org
6 TreeTagger: http://www.ims.uni-stuttgart.de/projekte/corplex/TreeTagger
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Table 1. Symmetric relations in the Shopping ODP database

woodwind clarinet aikido judo beef meat judo karate
anarchism libertarianism mazda nissan new used feb jan
crab shrimp effect result woodwind bassoon bassoon woodwind
thursday wednesday lobster shrimp july june aikido jujitsu
impressionism surrealism june september mg new florist flowers
classification confirmed nov oct billiard dart dec oct
expressionism surrealism judo jujitsu necktie scarves nissan toyota
crab lobster flour grain august june grain flour
clarinet woodwind ingredient soap english word skiing snowboard

By analogy with the Information Retrieval measures, we define recall as the
proportion of links in the original hierarchy that the PCA method manages to
retrieve automatically. The precision is defined as the proportion of ODP links
present in the set of PCA links. If we denote by H the set of links in the ODP
human edited hierarchy and by A the set in the PCA automatic hierarchy, recall
and precision become

recall =
|H ∩ A|

|H | precision =
|H ∩ A|

|A|
Recall answers the question “How many ODP link do I retrieve automatically?”,
while precision answers “What is the concentration of ODP links among all the
PCA links?”

To fix ideas, we intended to compare our method with the most popular one,
from Sanderson and Croft [25], but the results were so poor that we abandoned
the idea. Their method use the co-occurrence information to identify a term that
subsumes other terms. More specifically, a term u is said to subsume another
term v if the documents in which v occurs belong to a subset of the documents in
which u occurs. Given that a more frequent term tends to be more general [26],
subsumption hierarchies organize terms in a ’general to specific’ manner. For two
terms x and y, x subsumes y whenever P (x|y) ≥ Θ and P (y|x) < P (x|y) where
P (x|y) is the probability that term x occurs in a document where y occurs. We
first tried to use the same division of documents in sequences of 25 terms that
we applied on ODP documents to avoid topic heterogeneity, but such a small
window of terms proved detrimental for the algorithm and we finally decided to
use the full documents. Sanderson and Croft set the parameter Θ to 0.8 in the
original paper, but we varied it to study its impact on precision and recall. The
results were quite poor. Over all possible settings with respect to the stability, the
minimum Θ and the hierarchies we compared with, the recall we achieved topped
around 5% for a precision of approximately 1%. The best precision amount to
12.5% but the corresponding recall is only 0.03%!

In the remaining of this section, we compute the proportion of direct and
indirect links present in ODP that we retrieve automatically with our Principal
Component Analysis method. We also study the impact of link stability and
coverage (Definition 5). In the last part, the same set of discovered links is
compared with the WordNet database. Note that a large intersection between
human and automatically generated links increases the confidence on the validity
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Table 2. The first 30 direct links in Shopping and Science databases, ordered by
decreasing coverage and limited to the stable links. Links in bold are in the ODP
database.

Shopping Science
alberta → canada humidor → cigar
monorail → lighting cuban → cigar
criminology → sociology alberta → canada
prehistory → archaeology cuckoo → clock
romanian → slovenian grandfather → clock
gravitation → relativity fudge → chocolate
forensics → forensic soy → candle
aztec → maya putter → golf
karelian → finnish quebec → canada
oceania → asia racquetball → racket
transpersonal → psychology tasmania → australia
etruscan → greek airbed → mattress
barley → wheat glycerin → soap
papuan → eastern snooker → billiard
quebec → canada housebreaking→ dog
cryobiology → cryonics waterbed → mattress
soho → solar oceania → asia
catalysis → chemistry tincture → herbal
geotechnical → engineering gunsmithing → gun
iguana → lizard chrysler → chevrolet
sociologist → sociology equestrian → horse
olmec → maya flamenco → guitar
oceanographer→ oceanography pistachio → nut
canine → dog condiment → sauce
neptunium → plutonium appraiser → estate
lapidary → mineral salsa → sauce
raptor → bird ontario → canada
ogham → irish volkswagen → volvo
governmental → organization arthropod → insect
forestry → forest bulldog → terrier

of the automatic method, but it does not invalidate the automatic links absent
from edited hierarchy because documents and topics can be organized in a variety
of equally good ways. This is corroborated in Table 2 where links absent from
ODP are in normal font.

4.1 Coverage and Stability of Direct Links

Coverage is perceived as a relevant indicator of link quality because it reflects the
strength that unite the two terms linked by a hierarchical relation. In Table 3,
the number of links discovered from the Science documents are reported as a
function of the minimum coverage in both the stable and unstable cases. We see
that 70% and 80% of the links have a coverage lower than 20%. Discarding all
the links below this level of coverage results in the loss of only 30% and 33% of
ODP links.

The stability is also an important selection criterion. We observe that if we
consider all the PCA links, stable or not, we retrieve 551 of the original 2,151
ODP links present in Science. If we select only the stable links, we retrieve 436
ODP links, but the total number of PCA links is divided by two from 28,859 to
14,266. Some of the links present in the ODP hierarchy are lost, but more than
half of the PCA links are discarded. A similar conclusion holds when varying the



116 H. Bast et al.

Table 3. Number of links discovered by PCA in Science documents as a function of
the coverage and, in parenthesis, the size of the intersection with the 2,151 Science
ODP links

stable unstable
0% 14,266 (436) 28,859 (551)
20% 3,832 (308) 5,850 (368)
40% 1,867 (251) 2,831 (261)
60% 1,095 (166) 1,676 (198)
80% 644 (115) 998 (138)
99% 218 (59) 294 (65)

coverage minimum threshold. This justifies stability as an important criterion
for selecting a link.
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Fig. 3. Comparison of the PCA stable (s) and unstable (u) links with the ODP hierar-
chy on the Science and Shopping topics. Recall is the proportion of links in the original
ODP hierarchy rediscovered by PCA. Precision is the proportion of ODP links among
those retrieved by PCA. The x-axis is the coverage ratio: For a given value c, the PCA
links we consider are those whose coverage is superior to c.

Fig. 3 offers a global view of the impacts of stability and coverage on recall and
precision for topics Science on the left and Shopping on the right. The portion of
common links is significantly larger when the coverage is closer to its maximum.
On both graphs, if we select only links with a coverage superior to 0.8, one tenth
of the links in A are present in ODP. When varying the coverage threshold from
0 to 1, precision increases and recall decreases almost always. This means that
coverage is a good predictor of the link “relevance”. This was verified empirically
as well by inspecting some part of the discovered links ordered by coverage.

Summarizing, stability and coverage are both important predictors of link
quality.

4.2 Transitive Links

Some links present in ODP might appear as combination of links in PCA and
vice-versa. We already explained how ODP was processed to obtain these links.
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For PCA, we create a link between two terms if there is a path from one term
to another. A link is said to be direct if it appears in the original hierarchy,
and indirect if it was discovered by transitivity. A set of links is transitive if it
includes both direct and indirect links.

The coverage being a good indicator of the link quality, we try to extend this
notion to transitive links. We found experimentally that the minimum coverage
of all the traversed links led to the best results: An indirect link is penalized if
all the paths between the two terms traverse a link with a low coverage.

A study of the effect of coverage and stability on precision and recall is re-
ported in Fig. 4 (left) where we aggregated the results over the science and
shopping topics, and compared the direct and transitive ODP and PCA links.
The results being similar for both topics, there is no need to treat them sep-
arately. Precision and recall when both links set are either transitive or direct
(PCA, ODP and PCA+, ODP+ curves on Fig. 4, left) are very similar: This
shows that precision is not much affected by the new PCA indirect links (around
38% more links, from 31,611 to 43,632) while recall is not much affected by the
new ODP links (around 126% more links, from 4,153 to 9391). It is interest-
ing also to observe that among the 2,297 links common to the transitive PCA
and ODP sets, 1,998 are present in the direct PCA set. This is reflected on
Fig. 4 (ODP+, PCA plot) where the corresponding precision curve is signifi-
cantly superior while recall is less affected. This suggests that the indirect links
of PCA did not contribute much.
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Fig. 4. Left: Comparison of the PCA direct links (PCA) and transitive links (PCA+)
with the ODP direct links (ODP) and transitive links (ODP+). Right: Comparison
with different hierarchies. Only stable and transitive links are considered.

In conclusion, the new definition of coverage as the minimum on the path of
traversed links proves a good selection indicator, as the precision increases with
the coverage threshold. The manually derived and the PCA hierarchies share
a significant amount of links and it seems that PCA is successful in discovering
relations between terms. This is a specially good result given that the ODP
directory is only one among numerous possible ways of organizing the documents
in the database.



118 H. Bast et al.

4.3 Comparison with WordNet

WordNet is a lexical database for the English language while the PCA hierarchy
method necessarily reflects the document collection it is extracted from. It is
nevertheless interesting to compare these hierarchies and investigate to what
point PCA is able to detect lexical relations.

To obtain the links from WordNet, we followed three different relationships:
the hypernyms (generalization), the holonyms (an object is a part of) and the
synonyms. For each term, we first computed the sets of its synonyms. We com-
puted the transitive closure of this set with respect to each relationship sepa-
rately. We then selected all the links from the original term to one of the terms in
the three computed sets. We restricted the set of links to those only containing
terms belonging to the ODP topic: This created two sets of links, one for science
and one for shopping.

There are few links common to ODP and WordNet. For the Science topic,
only 464 links were common, representing 10% and 24% of the links present
in WordNet and ODP respectively. For shopping, we found 354 common links
representing 8% and 11% of WordNet and ODP respectively.

In Fig. 4 (right), we compare the PCA hierarchy with ODP, WordNet and
with the union of WordNet and ODP. We use the transitive links for the three of
them. We observe that the PCA hierarchy is closer to ODP than to WordNet in
terms of precision: the precision for WordNet varies between 1% and 5% while it
varies between 2% and 28% for ODP. This reflects the fact that PCA and ODP
are based on the same set of documents. When ODP and WordNet hierarchies
are merged, we observe a small overall increase of precision, lower than the simple
aggregation of the ODP and WordNet precision curves because some links are
common.

Recall values are similar for the three hierarchies. This is a good result since,
as stated above, the intersection between WordNet and ODP is relatively small.

5 Conclusions

We have shown a way to use eigenvector decomposition for the automatic ex-
traction of a term taxonomy. We have shown some mathematical soundness
properties of our approach, and our experiment gave promising results.

The mathematic model could be extended by analysing the effect of pertur-
bation on the special matrix considered in Section 3. We would expect matrix
perturbation theory, as pioneered in [23] and used in a number of subsequent
works, to be helpful for this task.

Our primary goal in this work was the automatic extraction of a term tax-
onomy. It would be interesting to use this taxonomy for information retrieval
tasks such as ad-hoc retrieval. We would expect asymmetric relations to give
potentially better results than symmetric ones.

Finally, it would be interesting to investigate the possibility of combining the
fully automatic eigenvector approach, explored in this paper, with some kind of
external knowledge base.
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Abstract. In this paper, we review two techniques for topic discovery in
collections of text documents (Latent Semantic Indexing and K-Means
clustering) and present how we integrated them into a system for semi-
automatic topic ontology construction. The OntoGen system offers sup-
port to the user during the construction process by suggesting topics and
analyzing them in real time. It suggests names for the topics in two alter-
native ways both based on extracting keywords from a set of documents
inside the topic. The first set of descriptive keyword is extracted using
document centroid vectors, while the second set of distinctive keyword is
extracted from the SVM classification model dividing documents in the
topic from the neighboring documents.

1 Introduction

When working with large corpora of documents it is hard to comprehend and
process all the information contained in them. Standard text mining and infor-
mation retrieval techniques usually rely on word matching and do not take into
account the similarity of words and the structure of the documents within the
corpus. We try to overcome that by automatically extracting the topics covered
within the documents in the corpus and helping the user to organize them into
a topic ontology.

A topic ontology is a set of topics connected with different types of relations.
Each topic includes a set of related documents. Construction of such an ontology
from a given corpus can be a very time consuming task for the user. In order to
get a feeling on what the topics in the corpus are, what the relations between
topics are and, at the end, to assign each document to some certain topics, the
user has to go through all the documents. We try to overcome this by building
a special tool which helps the user by suggesting the possible new topics and
visualizing the topic ontology created so far – all in real time. This tool in com-
bination with the corpus visualization tools 1 described in [8] aims at assisting
the user in a fast semi-automatic construction of the topic ontology from a large
document collection.

We chose two different approaches for discovering topics within the corpora.
The first approach is a linear dimensionality reduction technique, known as
1 http://kt.ijs.si/blazf/software.html
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Latent Semantic Indexing (LSI) [5]. This technique relies on the fact that words
related to the same topic co-occur together more often than words related to
the different topics. The result of LSI are fuzzy clusters of words each describing
one topic. The second approach we used for extracting topics is the well known
k-means clustering algorithm [12]. It partitions the corpus into k clusters so that
two documents within the same cluster are more closely related than two docu-
ments from two different clusters. We used these two algorithms for automatic
suggestion of topics during the construction of the topic ontology.

This paper is organized as follows. Section 2 gives a short overview of the
related work on building otologies. Section 3 gives an introduction to the text
mining techniques we used. Details about our system are presented in Section 4,
evaluation and users’ feedback are presented in Section 5 followed by the future
work and conclusions in Sections 6 and 7.

2 Related Work on Building Otologies

Different approaches have been used for building ontologies, most of them us-
ing mainly manual methods. An approach to building ontologies was set up in
the CYC project [6], where the main step involved manual extraction of com-
mon sense knowledge from different sources. There have been some definitions
of methodology for building ontologies, again assuming manual approach. For
instance, the methodology proposed in [19] involves the following stages: identi-
fying the purpose of the ontology (purpose, intended application, range of users),
building the ontology, evaluation and documentation. The building of the on-
tology is further divided in three steps. The first is ontology capture, where key
concepts and relationships are identified, a precise textual definition of them is
written, terms to be used to refer to the concepts and relations are identified,
the involved actors agree on the definitions and terms. The second step involves
coding of the ontology to represent the defined conceptualization in some for-
mal languages (committing to some meta-ontology, choosing a representation
language and coding). The third step involves possible integration with existing
ontologies. An overview of the methodologies for building ontologies is provided
in [7], where several methodologies, including the above described one, are pre-
sented and analyzed against the IEEE Standard for Developing Software Life
Cycle Processes viewing ontologies as parts of some software product.

Recently, a number of workshops at Artificial Intelligence and Machine Learn-
ing conferences (ECAI, IJCAI, ECML/PKDD) have focused on the problem of
learning ontologies. Most of the work presented there addresses one of the follow-
ing: a problem of extending an existing ontology WordNet using Web documents
[1], using clustering for semi-automatic construction of ontologies from parsed
text corpora [2], [16], learning taxonomic, eg., “isa”, [4], and non-taxonomic, eg.,
“hasPart” relations [15], extracting semantic relations from text based on collo-
cations [11], extracting semantic graphs from text for learning summaries [14].

The contribution of this paper to the field is that it presents a novel ap-
proach to semi-automatic construction of a very specific type of ontology – topic
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ontology. Text mining techniques (e.g. clustering) were already proven success-
ful when used at this step (e.g. [2], [16]) and in this paper we present a very
tight integration of them with a manual ontology construction tool. This allows
our system to offer support to the user during the whole ontology construction
process.

3 Text Mining Techniques

Text Mining is fairly broad in its research, addressing a large range of problems
and developing different approaches. Here we present only a very small subset
of the available methods, namely only those that we found the most suitable for
the problem addressed in this paper.

3.1 Representation of Text Documents

In order to use the algorithms we will describe later we must first represent
text documents as vectors. We use a standard Bag-of-Words (BOW) approach
together with TFIDF weighting [17]. This representation is often referred to
as vector-space model. The similarity between two documents is defined as the
cosine of the angle between their vector representations – cosine similarity.

3.2 Latent Semantic Indexing

Language contains many redundant information, since many words share com-
mon or similar meaning. For computer this can be difficult to handle without
some additional information – background knowledge. Latent Semantic Index-
ing (LSI), [5], is a technique for extracting this background knowledge from text
documents. It uses a technique from linear algebra called Singular Value Decom-
position (SVD) and bag-of-words representation of text documents for detecting
words with similar meanings. This can also be viewed as extraction of hidden
semantic concepts or topics from the text documents.

LSI is computed as follows. First term-document matrix A is constructed
from a given set of text documents. This is a matrix with bag-of-words vectors of
documents as columns. This matrix is decomposed using SVD so that A = USV T

where matrices U and V are orthogonal and S is a diagonal matrix with ordered
singular values on the diagonal. Columns of matrix U form an orthogonal basis of
a subspace in bag-of-words space and vectors with higher singular values carry
more information. Based on this we can view vectors that form the basis as
concepts or topics. The space spanned by these vectors is called Semantic Space.

3.3 K-Means Clustering

Clustering is a technique for partitioning data so that each partition (or cluster)
contains only points which are similar according to some predefined metric. In
the case of text this can be seen as finding groups of similar documents, that is
documents which share similar words.
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K-Means [12] is an iterative algorithm which partitions the data into k clus-
ters. It has already been successfully used on text documents [18] to cluster a
large document corpus based on the document topic and incorporated in an ap-
proach for visualizing a large document collection [10]. You can see the algorithm
roughly in Algorithm 1.

Algorithm 1: K-Means.
Input: A set of data points, a distance metric, the desired number
of clusters k
Output: Clustering of the data points into k clusters
(1) Set k cluster centers by randomly picking k data points as

cluster centers
(2) repeat
(3) Assign each point to the nearest cluster center
(4) Recompute the new cluster centers
(5) until the assignment of data points has not changed

3.4 Keywords Extraction

We used two methods for extracting keywords from a given set of documents:
(1) keyword extraction using centroid vectors and (2) keyword extraction using
Support Vector Machines. We used these two methods to generate description
for a given topic based on the documents inside the topic.

The first method works by using the centroid vector of the topic (centroid is
the sum of all the vectors of the document inside the topic). The main keywords
are selected to be the words with the highest weights in the centroid vector.

The second method is based on the idea presented in [3] which uses Support
Vector Machine (SVM) binary classifier [13]. Let A be the topic which we want
to describe with keywords. We take all the documents from the topics that
have A as a subtopic and mark these documents as negative. We take all the
documents from the topic A and mark them as positive. If one document is
assigned both negative and positive label we say it is positive. Then we learn
a linear SVM classifiers on these documents and classify the centroid of the
topic A. Keywords describing the concept A are the words, which’s weights in
SVM normal vector contribute most when deciding if the centroid is positive (it
belongs to the topic).

The difference between these two approaches is that the second approach takes
into account the context of the topic. Let’s say that we have a topic named
‘computers’. When deciding what the keywords for some subtopic A are, the
first method would only look at what the most important words within the
subtopic A are and words like ‘computer’ would most probably be found im-
portant. However, we already know that A is a subtopic of ‘computers’ and we
are more interested in finding the keywords that separate it from the other doc-
uments within the ‘computers’ topic. The second method does that by taking
the documents from all the super-topics of A as a context and learns the most
crucial words using SVM.
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4 Semi-automatic Construction of Topic Ontologies

We view semi-automatic topic ontology construction as a process where the
user is taking all the decisions while the computer helps by giving suggestions
for the topics, automatically assigning documents to the topics and suggesting
names for the topics. The suggestions are applied only when the users decides
to do so. The computer also helps by visualizing the topic ontology and the
documents.

Fig. 1. Screen shot of the interactive system OntoGen for construction of topic ontolo-
gies

In Figure 1 you can see the main window of the interactive system OntoGen
we developed. The system has three major parts that will be further discussed in
following subsections. In the central part of the main window is a visualization
of the current topic ontology (Ontology visualization). On the left side of the
window is a list of all the topics from this ontology. Here the user can select the
topic he wants to edit or further expand into subtopics. Further down is the list
of suggested subtopics for the selected topic (Topic suggestion) and the list with
all topics that are in relationship with the selected topic. At the bottom side of
the window is the place where the user can fine-tune the selected topic (Topic
management).
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4.1 Ontology Visualization

While the user is constructing/changing topic ontology, the system visualizes
it in real time as a graph with topics as nodes and relations between topics as
edges. See Figures 1, 2 and 3 for examples of the visualization.

4.2 Topic Suggestion

When the user selects a topic, the system automatically suggests what the
subtopics of the selected topic could be. This is done by LSI or k-means al-
gorithms applied only to the documents from the selected topic. The number of
suggested topics is specified by the user. Then, the user selects the subtopics he
finds reasonable and the system automatically adds them to the ontology with
relation ‘subtopic-of’ to the selected topic. The user can also decide to replace
the selected topic with the suggested subtopics. In Figure 1 you can see how this
feature is implemented in our system.

4.3 Topic Management

The user can manually edit each of the topics he added to the topic ontology. He
can change which documents are assigned to this topic (one document can belong
to more topics), what is the name of the topic and what is the relationship of
the topic to other topics. The main relationship “subtopic-of” is automatically
induced when subtopics are added to the ontology as described in the previ-
ous section. The user can control all the relations between topics by adding,
removing, directing and naming the relations.

Here the system can provide help on more levels:

– The system automatically assigns the documents to a topic when it is added
to the ontology.

– The system helps by providing the keywords describing the topic using the
methods described in Section 3. This can assist user when naming the topic.

– The system computes the cosine similarity between each document from
the corpus and the centroid of the topic. This information can assist the
user when searching for documents related to the topic. The similarity is
shown on the list of documents next to the document name and the graph
of similarities is plotted next to the list. This can be very practical when
searching for outliers inside the concepts or for the documents that are not
in the concepts but should be in considering their content.

– The system also computes similarities between the selected topic and all
the other topics from the ontology. For the similarity measure between two
topics it uses either the cosine similarity between their centroid vectors or
the intersection between their documents.

5 OntoGen in Practice

In the previous sections we described the main components of the system and the
text-mining techniques behind them. Here we will show how do these components
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combine in a sample task of building a topic ontology and present users’ feedback
from cases studies which used OntoGen.

5.1 An Example Topic Ontology

In this section we will show example of a topic ontology constructed from 7177
company descriptions taken from Yahoo! Finance2. Each company is described
with one paragraph of text. A typical description taken from Yahoo! would look
as follows:

Yahoo! Inc. is a provider of Internet products and services to con-
sumers and businesses through the Yahoo! Network, its worldwide
network of online properties. The Company’s properties and ser-
vices for consumers and businesses reside in four areas: Search and
Marketplace, Information and Content, Communications and Con-
sumer Services and Affiliate Services. . .

Using OntoGen on this descriptions one can in very little time (in our case just
around 15 minutes!) create an ontology of areas that companies from Yahoo!
Finance cover. Companies are also automatically positioned inside this ontology.
The whole ontology generated with OntoGen is show in Figure 2 and zoom into
part of the topic hierarchy depicted in Figure 3. In constructions of this topic
ontology all the elements of OntoGen were used and the SVM keyword extraction
method was shown to be very useful when naming topics that are far from the
root. We kept most of the suggestions for topics and many of them were refined
with help of our visualization for the outlier detection (see the bottom right
part of Figure 1). Also, relation management was found very useful since the
automatically discovered relations are not always optimal. By spending more
time this ontology could be further developed to cover the ares in more details.

5.2 Case Studies and Users’ Feedback

The presented system OntoGen was used for semi-automatic ontology construc-
tion in several case studies for modeling topic ontologies of the following domains:

– legal judgements in “Spanish legal case study” inside European project
SEKT,

– virtual organizations inside inside European project ECOLEAD and
– news articles published by Slovene Press Agency (STA).

In all the three cases, the users were in fact domain experts, knowledgable
about the domain but had little experience in knowledge engineering and prac-
tically no experience in machine learning. They were fast at learning how to
use the system and were in general very pleased with its performance and the
amount of time they needed to derive a desirable results. The domain experts
were also satisfied with the final topic ontologies constructed for the all three
cases.
2 http://finance.yahoo.com/



128 B. Fortuna, D. Mladenič, and M. Grobelnik

Fig. 2. Topic Ontology constructed from company descriptions. The top node of topic
ontology is located in the center of the figure.

Many of the comments we got as a feedback from the users were related to the
user interface of the system. For illustration, we list here the most interesting
comments:

– no undo function,
– too little information is presented about suggested topics,
– editing of document membership for a specific topic is unclear and
– more interactive topic ontology visualization (folding, zooming).

Some other comments were more closely related to the topic suggestion and
keyword extraction methods:

– “I would like to mark a keyword not relevant so the system will ignore it
when generating suggestions?”

– “I know the name of the topic I would like to add to the topic ontology but
the system does not find it.”
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Fig. 3. Zoom in to Information Technologypart of Yahoo! Finance topic ontology

These comments show the limits of the suggestion methods currently included
in the system and they were of great help to use when deciding what other
text-mining methods to include in the future versions of the system.

We found the comments from the users to be very informative and constructive
and most of them will be implemented in the next versions of OntoGen.

6 Future Work

Currently we are working in two directions of adding functionality to OntoGen.
The version presented in this paper can only help at discovering the topics but
has no support for identification and naming of relations. The idea here is to
use machine learning and text mining to discover possible relations between
topics. The second direction is to include methods for incorporating background
knowledge into the topic discovery algorithms [9]. This would enable building of
different ontologies based on the same data. For example, the same document-
database in a company may be viewed differently by marketing, management,
and technical staff.

Another possible direction would be making the whole process more automatic
and reduce the need for user interaction. This involves things like calculating
the quality of topics suggested by the system, more automated discovery of the
optimal number of topics, improved support for annotating the documents with
the topics, discovering different kinds of relations between topics etc.
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7 Conclusions and Discussion

In this paper we presented our approach to the semi-automatic construction of
topic ontologies. In the first part of the paper we presented text mining tech-
niques we used: two methods for discovering topics within the corpus, LSI and
K-Means clustering, and two methods for extracting keywords. In the second
part we showed how we integrated all these methods into an interactive system
for constructing topic ontologies. The system was successfully tested and used
in three case studies with very satisfactory results both in terms of final results
and the feedback we got from the end-users.

Even though the system was primarily designed for constructing topic ontolo-
gies it can be generalized for other types of ontologies where the instances can
be described by some relevant features. In case of topic ontologies the instances
are documents which are described by words as features, but it might as well be
users described by products they bought or movies they saw, images described
by SIFT features, etc. Clustering can still be used as a method for discovering
concepts but naming the concepts can be little more trickier for cases when fea-
tures are harder to understand and are not words (for example, SIFT features
used). In that cases methods for keyword extraction presented in this paper
would not be sufficient.
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Abstract. Mining algorithms can enhance the task of ontology establishment but
methods are needed to assess the quality of their findings. Ontology establishment
is a long-term interactive process, so it is important to evaluate the contribution
of a mining tool at an early phase of this process so that only appropriate tools
are used in later phases. We propose a method for the evaluation of such tools
on their impact on ontology enhancement. We model impact as quality perceived
by the expert and as statistical quality computed by an objective function. We
further provide a mechanism that juxtaposes the two forms of quality. We have
applied our method on an ontology enhancement tool and gained some interesting
insights on the interplay between perceived impact and statistical quality.

1 Introduction

The manual establishment of ontologies is an intriguing and resource-consuming task.
Efforts are made to enhance this process by unsupervised learning methods. However,
as pointed out in [11], the semantic richness and diversity of corpora does not lend it-
self to full automation, so that the involvement of a domain expert becomes necessary.
Hence, unsupervised tools undertake the role of providing useful suggestions, where-
upon the quality of their contributions must be evaluated. Since ontology enhancement
is a long-term process involving multiple corpora and possibly multiple iterations over
the same corpus, this evaluation should be done at an early step, so that only appropriate
tools are considered in later steps. In this study, we propose a method for the early eval-
uation of clustering tools that suggest correlated concepts for ontology enhancement.

Our method has two aspects: First, it evaluates the impact of the tool’s suggestions
as perceived by the domain expert. Second, it juxtaposes the objective quality of these
suggestions to the perceived impact. While the objective quality refers to the statistical
properties of the discovered patterns, such as the confidence of a rule or the homogene-
ity of a cluster, the impact is reflected in the ultimate decision of the expert to include the
suggested pattern in the ontology or not. The juxtaposition of the objective, tool-internal
notion of quality to the quality perceived by the expert indicates whether the tool and its
quality measures will be helpful in further steps of the ontology establishment process.

In the next section, we discuss related work on the evaluation of unsupervised learn-
ing tools. In section 3 we describe our method for impact evaluation by the domain
expert, followed by the method juxtaposing impact and statistical quality. In section 4,
we briefly present the tool we have used as experimentation example. Section 5 de-
scribes our experiments and acquired insights. The last section concludes our study.
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2 Related Work

Ontology learning tools as proposed in [1,2,4,6,10,8,14] serve different purposes. Many
of them propose objects (concepts and relationships) that are found to be supported by
a document collection relevant to the application at hand. We concentrate on tools that
enhance an existing ontology by proposing (a) new concepts to be inserted in it and (b)
relationships among existing concepts.

Usually, an ontology enhancement tool has an inherent quality assessment mecha-
nism that rejects patterns according to some scheme. For tools based on association
rules’ discovery, quality assessment is often based on interestingness and unexpect-
edness, while cluster quality is often based on homogeneity or compactness. A rich
collection of criteria for the statistical evaluation of unsupervised learners has appeared
in [16]. It contains valuable criteria for the assesment of cluster quality, many of them
based on indexes of cluster homogeneity. More oriented towards the needs of text clus-
tering are the criteria considered in [15], in which a correlation between some cluster
homogeneity indexes and the F-measure is identified when experimenting upon a gold
standard. However, application-specific ontology learning cannot rely on gold standards
developed for different applications. Moreover, cluster homogeneity does not guarantee
or imply that the cluster labels will also be interesting to the domain expert.

Evaluation from the viewpoint of ontology learning is more challenging. Holsapple
and Joshi proposed an evaluation method for collaborative manual ontology engineer-
ing, in which each suggestion made by one expert is evaluated by at least another ex-
pert [7]. Hence, good suggestions are those that enjoy the approval of multiple experts.
While this is reasonable for ontology engineering among human experts, it cannot be
transferred to non-human experts: Agreement among several ontology learners does not
necessarily imply that human experts will find their suggestions useful, since ontology
learners are based more on statistics than on background knowledge and expert insight.

The ECAI 2004 workshop on “Ontology Learning and Population” concentrated on
the subject of “Evaluation of Text-based Methods in the Semantic Web and Knowl-
edge Discovery Life Cycle” 1. Faatz and Steinmetz proposed an elegant formalization
of “ontology enrichment”, followed by a method for automated evaluation on the basis
of precision and recall [3], i.e. with respect to gold standards. The selection of those
measures is in accordance with the task of evaluation for algorithmic tuning: The au-
thors state that “only automatic evaluations of ontology enrichment meet the require-
ments of algorithmic tuning” and that “the automatization has to be aware of the task
specific semantic direction, to which an ontology should evolve” [3]. In our study, we
pursue a different goal: We want to assist an expert in deciding on the appropriateness
of the tool rather than tune any tool. Moreover, we deliver a procedure that decides
whether algorithmic tuning should be made or rather avoided as incompatible to the
preferences/intuition of the expert.

Porzel and Malaka consider task-oriented evaluation of ontologies [13]. The process
creating an ontology is not specified explicitly, but (semi-)automated processes seem
to be permissible; a tool could be evaluated on the quality of the ontology it produces.
The authors consider evaluation only with respect to a predefined task, since ontologies

1 http://olp.dfki.de/ecai04/cfp.htm, accessed at July 26, 2005.



134 M. Spiliopoulou et al.

are indeed built to serve specific tasks. Their evaluation method is based on error-rates,
namely superfluous, ambiguous or missing concepts with respect to the task [13]. For
our objective of appropriateness evaluation for tools, this approach has some short-
comings. First, it evaluates whole ontologies, while we are interested in the stepwise
enhancement of a preliminary ontology. Second, evaluation on the basis of error rates
requires a gold standard tailored to the anticipated task. The establishment of such a
standard is quite counterintuitive from the viewpoint of a domain expert that needs a
tool to enhance an ontology with concepts she does not know in advance.

Kavalec and Svatek propose a method for the evaluation of relation labels, i.e. com-
binations of terms proposed by a text mining tool to a human expert [9]. According to
this method, the expert proposes labels for identified relations and then the tool attempts
to re-discover those labels (or synonyms of the terms in them) by mining the text col-
lection. By nature, this approach is appropriate when evaluating a tool on the basis of
existing, a priori known relations in a known ontology but less so when evaluating the
appropriateness of a tool in expanding an ontology in unknown ways according to the
demands of a given expert.

Navigli et al proposed an evaluation method for the OntoLearn system, encompass-
ing a quantitative evaluation towards specific corpora and a qualitative evaluation by
multiple domain experts [12]: Quantitative evaluation for the term extraction algorithm,
the ontology learning algorithm and the semantic annotation algorithm was performed
on predefined corpora which served as gold standards. While this type of evaluation
allows for conclusions about the robustness of one tool or the relative performance
of multiple tools, it does not allow for generalizations on the usefulness of a given
tool to a given expert for the enhancement of a given ontology from a given document
collection.

The qualitative evaluation proposed in [12] was based on a questionnaire, in which
experts assessed the quality of the definitions of the concepts discovered by OntoLearn:
The complex concepts found by the OntoLearn rules were combined with concept def-
initions from WordNet. The experts were then asked to rate the glosses thus generated
as unacceptable, helpful or fully acceptable. This is closer to our one-expert evaluation.
However, we do not consider concept definitions, because (a) an appropriate definition
provider may or may not be available – the WordNet is not appropriate for specialized
domains, (b) the interpretation of a complex concept is left to the expert and (c) a small
or medium enterprise intending to enhance an ontology is more likely to dedicate one
domain expert to this task rather than 10 or 25 experts. So, the approach is not applica-
ble for providing assistance to one expert. Further, the appropriateness of the selected
corpus was taken for granted; in our approach, this assumption is being put to test.

A method for the generation and evaluation of suggestions towards an ontology user
is proposed in [5]. The authors propose a recommendation engine that explores the
activities of multiple users, who expand their personal ontologies from a shared ba-
sic ontology and suggest metrics for the evaluation of the engine’s suggestions. This
approach is appropriate when ontologies are built collaboratively by people, since the
actions of one person may be helpful to others. However, the metrics do not apply for
the actions (suggestions) of one tool towards one domain expert.
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3 A Posteriori Impact Evaluation for Ontology Enhancement

Our method evaluates the impact of text miners on the task of ontology enhancement. A
text miner processes a text collection and suggests semantics that expand the ontology.
These may be terms like “hurricane” or “hurricane warning”, term groups that form
a new concept or a relation among concepts, e.g. “hurricane warning area”, or named
relations like “expected within”. We refer to them as “concept constellations” and focus
on the evaluation of the process discovering them. We focus on tools for text clustering
and labeling, but our method can be easily extended for association rules’ discovery.

3.1 Objectives

We observe ontology enhancement as an iterative process performed by a text mining
tool that is applied on an application-specific document collection. The initial input is
a preliminary ontology to be enhanced with help of each collection. The final output
should be an enriched ontology that is “complete towards the collection”, in the sense
that the collection cannot contribute new concept constellations to it. More specifically:

– The original input ontology contains a hierarchy or multiple hierarchies of con-
cepts, that may be further connected with horizontal (labeled or unlabeled) rela-
tions.

– A text mining tool attempts to enrich the ontology by processing a document col-
lection and identifying semantically correlated concepts. Such correlations are as-
sumed to manifest themselves as concepts that appear frequently together, e.g. as
collocates (physically proximal concepts in texts) or as groups of concepts that
characterize a cluster of documents. As already noted, we concentrate on text clus-
tering tools. We use the term “concept constellation” for a group of correlated con-
cepts that is returned by the tool as label of a text cluster.

– The correlations among the concepts are used to enrich the ontology. The con-
cepts themselves are already in the ontology, so the enrichment can take two forms,
namely the insertion of horizontal relations among the involved concepts and the
definition of a new concept that summarizes the correlated concepts.

– The tool finds these concept constellations by mining a document collection.
– The ontolgoy is enriched in many iterations. In each one, the input is the updated

ontology. The iterative process ends when no further enrichment can be performed.

Our evaluation method is intended for the first iteration of this process and should
answer the following questions:

1. Is the tool appropriate for the enhancement of this ontology – on this collection?
2. Is the collection appropriate for the enhancement of the ontology – with this tool?
3. Are the tool’s quality evaluation functions aligned to the demands of this expert?

The motivation of the first question is that a tool may perform well for one collection
and poorly for another. A collection can itself be inappropriate for the enhancement of
the specific ontology and indeed for opposite reasons: At the one end, the collection
may be only marginally relevant, as would be a document collection on outdoor sport
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for an ontology on hurricanes. At the other end, the collection may have already served
as inspiration for the ontology, whereupon it cannot be used any more to enhance the
ontology further.

The last question stresses the subjectivity of the ontology enhancement process. This
subjectivity cannot be expelled altogether. However, by modeling the evaluation pro-
cess on the basis of those three questions, we ensure that the implicit preferences of the
expert are partially explicated when dealing with the first two questions. Those prefer-
ences that remain tacit are reflected in the outcome of the last question.

We present the evaluation model with respect to the first two questions hereafter and
focus on the third question in Section 3.4.

3.2 Perceived Quality as Relevance + Appropriateness

We evaluate the tool’s impact on ontology enhancement as perceived by the ontology
expert. We use two criteria, “relevance to the application domain” and “appropriateness
for the ontology O”, where D stands for the collection as representative of the applica-
tion Domain. To this purpose, we define two functions R(D) and A(O, D): They are
used to measure the relevance of a collection D, resp. its appropriateness for enhancing
O within the application domain.

Relevance to the Application Domain. The ontology enhancement is assumed to take
place in the context of an application domain and that the collection is representative of
that domain. For this criterion, the domain expert is asked to characterize each sugges-
tion (concept constellation) made by the tool as relevant or irrelevant to that domain,
independently of whether she considers the suggestion as appropriate for the ontology.

The term “relevance” is known to be very subjective. However, the intention of this
criterion is not to assess the relevance of the individual suggestions but rather the ap-
propriateness of the tool and of the collection for the application domain. In particular,
consider the task of discovering correlated concepts in the following excerpt from the
National Hurricane Center at www.noaa.com:

A HURRICANE OR TROPICAL STORM WARNING MEANS THAT HURRICANE OR
TROPICAL STORM CONDITIONS ... RESPECTIVELY ... ARE EXPECTED
WITHIN THE WARNING AREA WITHIN THE NEXT 24 HOURS. PREPARATIONS
TO PROTECT LIFE AND PROPERTY SHOULD BE RUSHED TO COMPLETION IN
THE HURRICANE WARNING AREA.

For the application area of extreme weather warnings, a tool applied on the text col-
lection might suggest the following concepts / constellations, listed here in alphabetical
order: (I) “storm, tropical, warning”, “area, hurricane, warning”, “preparations, pro-
tect”, (II) “hurricane”, “storm”, (III) “are, expected”, “area”. Note that we do not check
whether the tool can assess that e.g. “hurricane warning area” is one or two concepts.

– Suggestions of type I are relevant. If most suggestions are of this type, then the tool
is appropriate for the collection.

– Suggestions of type III are irrelevant and indicate that the tool cannot find relevant
concept constellations upon this collection. If most suggestions are of this type, it
should be checked whether the collection itself is appropriate. If yes, then the tool
is not appropriate for it.
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– Type II suggestions are more challenging. An expert may reject the suggestion
“hurricane” as uninformative for an application domain on hurricanes. However,
with respect to our criterion, such suggestions should be marked as relevant: Infor-
mativeness and appropriateness for the ontology are addressed by our next criterion.

Appropriateness for the Ontology. The Appropriateness criterion A(O, D) refers to
the expansion of ontology O for the application domain D. It builds upon the relevance
criterion R(D): only relevant concept constellations are considered. For a relevant con-
cept constellation Y = Y1, . . . , Ym, the following cases may occur:

– Y is already in the ontology. Then it should be rejected as inappropriate.
– Y contains some concepts that are appropriate for the ontology, either as individual

concepts or as a group. Then Y should be accepted; each appropriate concept/group
should be named.

– Y contains no concept that is appropriate for the ontology. It should be rejected.

According to this scheme, a concept constellation may contribute one or more concepts
to the ontology. Hence, A(O, D) delivers two lists of results: A(O, D) = {S, S+},
where S ⊆ R(D) is the set of accepted concept constellations and S+ is the set of
concept groups appropriate for the ontology.

We use the result A(O, D).S to assess the appropriateness of the tool for further
iterations in the ontology enhancement process. The result A(O, D).S+ is used in 3.4,
where we juxtapose the quality criteria of the tool to the impact perceived by the expert.

3.3 Combining Relevance and Appropriateness Ratings

Let T (D) be the set of concept constellations suggested by the tool T for the application
domain. We combine the results on relevance R(D) ⊆ T (D) and appropriateness for
the ontology A(O, D).S to figure out whether the tool T should be further used for
the enhancement of the ontology on domain D, whereupon we consider the collection
already analyzed as representative for domain D. The following cases may occur:

– The ratio |R(D)|
|T (D)| is close to zero.

Then, the tool is not appropriate for this collection and thus for the domain.
– The ratio |R(D)|

|T (D)| is closer to one and the ratio |A(O,D).S|
|R(D)| is close to zero.

Then, the tool is capable of analyzing documents in the application domain but the
collection does not deliver informative concept constellations for the ontology. This
may be due to the tool or to the relationship between ontology and collection. To
exclude the latter case, the domain expert should again verify the appropriateness
of this collection for ontology enhancement: If all concepts in the collection are
already in the ontology, the collection is still relevant but cannot enrich the ontology
any more. Hence, the tool should be tested upon another representative collection.

– Both ratios are closer to one than to zero.
Then, the tool is able to contribute to ontology enhancement for this collection and
is thus appropriate for the application domain.
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By this procedure, we can assess whether a given tool should be further used for
the gradual enhancement of the ontology. For a more effective ontology enhancement
process, it is also reasonable to know to which extent the tool’s suggestions can be
trusted without close inspection. This would be the case if the enhancements proposed
by the tool fit to the expectations of the human expert (cf. Question 3 in Section 3.1).
To this purpose, we juxtapose the evaluation by the expert to the internal quality eval-
uation by the tool. Obviously, this juxtaposition is only possible for tools that disclose
the values assigned to their suggestions by their internal evaluation criteria. For tools
delivering only unranked suggestions, no juxtaposition is possible.

3.4 Juxtaposition of Statistical and Perceived Quality

Each (text clustering) tool has some internal or external criterion for the rejection of
potentially poor patterns and the maintenance, respectively further exploitation, of good
patterns. The results of any clustering algorithm encompass both good and less good
clusters, whereby goodness is often measured in terms of compactness, homogeneity,
informativeness etc [15,16]. We name such criteria “statistical quality criteria”.

Towards our objective of ontology enhancement, we say that a statistical quality cri-
terion SQ() “is aligned to the perceived quality” when the likelihood that the domain
expert considers a concept group as appropriate for the ontology increases (resp. de-
creases) with the statistical quality of the cluster with respect to that criterion.

As basis for the statistical quality, let SQ() be a statistical quality criterion that as-
signs to each cluster generated by T a value. Without loss of generality, we assume
that the range of these values is [0, 1] and that 1 is the best value. As basis for the per-
ceived quality, we consider the concept groups characterized by the domain expert as
appropriate for the ontology, i.e. the set A(O, D).S+ defined in 3.2.

Associating Concept Groups and Constellations with Clusters. To compare the per-
ceived with the statistical quality of the concept groups and constellations, we compute
the distribution of statistical quality values for the concept groups accepted by the expert
and for the concept constellations rejected by her.

Since an accepted concept group, i.e. an element of A(O, D).S+ may appear in
more than one concept constellations, it can be supported by one or more clusters of the
clustering T (D) generated by the tool and these clusters may be of different statistical
quality. Hence, we associate each concept group x ∈ A(O, D).S+ to the best among
the clusters supporting it, Cx and then to the quality value of this cluster SQ(Cx). We
denote the set of pairs (x, SQ(Cx)) thus computed as expertApproved.

Similarly, we associate each rejected concept constellation x ∈ T (D) \ A(O, D).S
to the cluster Cx from which it was derived. Differently from the concept groups which
may be supported by several clusters, a concept constellation corresponds to exactly
one cluster, so the assignment is trivial. We denote the set of pairs (x, SQ(Cx)) thus
computed as expertRejected.

In Table 1, we show the algorithm that computes the two sets expertApproved and
expertRejected. For each concept group x ∈ A(O, D).S+ all clusters that deliver
concept constellations containing x. It selects among them the cluster with the highest
quality value according to SQ() and associates x to this maxSQ(x) (lines 3-7). The
filling of the two sets of value pairs in the lines 8, 11 is straightforward.
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Table 1. Associating each concept group to the best quality cluster

1 expertApproved:=expertRejected=∅
2 For each concept group x in A(O,D).S+
3 maxSQ := 0
4 For each cluster C in T(D) that supports x
5 if maxSQ less than SQ(C)
6 then maxSQ := SQ(C)
7 Endfor
8 expertApproved:=expertApproved∪{(x,maxSQ)}
9 Endfor

10 For each concept constellation x in T(D)\A(O,D).S
11 expertRejected:=expertRejected∪{(x,SQ(C x))}
12 Endfor

Comparing Distributions. The two sets expertApproved and expertRejected can
be mapped into distributions of statistical quality values for the accepted, resp. rejected
clusters. We denote these distributions as dA and dR respectively. To check whether
statistical quality and perceived quality are aligned, we should compare those distribu-
tions. However, since the concrete distributions are not known, we can either (a) derive
histograms hA and hR for them by partitioning the valuerange of SQ() into k intervals
for some k or (b) compute the mean and standard deviation of each dataset. Then, the
form of the histograms or the values of the means are compared. For the comparison of
histograms, we consider the cases depicted in Table 2.

By this juxtaposition we can assess whether a statistical quality criterion used by
the tool is aligned to the implicit perceived quality function of the domain expert. If
some criteria are aligned, they should take priority over misaligned ones in subsequent
ontology enhancement steps. Even if all criteria are misaligned, the tool can still be

Table 2. Comparison of histograms - four cases

1. Both histograms are unimodal, hA is shifted towards the best quality value for SQ(), while
hR is shifted towards the worst value.
This is the best case: The likelihood that a cluster contributes to ontology enhancement
increases with its quality and vice versa. SQ() is aligned to perceived quality.

2. Both histograms are unimodal, hR is shifted towards the best value and hA is shifted towards
the worst value.
This is the second best case. The statistical quality criterion is consistently counterproductive.
One might reasonably argue that this SQ() is a poor criterion, but it is also true that 1−SQ()
is aligned to the perceived quality and is thus very useful.

3. The two histograms have the same shape and are shifted in the same direction.
Then the likelihood of having a good cluster accepted or rejected by the expert is the same
as for a bad cluster. Thus, SQ() is misaligned to the perceived quality.

4. No pattern can be recognized. Then SQ() is misaligned to the perceived quality.
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used. However, it should then deliver to the domain expert the poor quality clusters as
well, since she may find useful information in them.

A comparison based on histograms depends on the selected number of intervals k and
on the specific partitioning of the valuerange of SQ(). An alternative, simpler approach
would be to compute the proximity of the median to the best, resp. worst value of SQ():
Similarly to the comparison of the histograms, if the median of expertApproved is
close to the best value of SQ() and the median of expertRejected is close to the
worst value, then SQ() is aligned; if the reverse is the case, then SQ() is consistently
counterproductive. Otherwise, SQ() is misaligned.

4 An Example Tool and Its Quality Evaluation Criteria

As a proof of concept, we have applied our evaluation method upon the tool “RELFIN
Learner” [14]. We describe RELFIN and its internal quality evaluation criteria below,
mostly based on [14]. We stress that RELFIN is only an example: Our method can be
applied on arbitrary tools that suggest concepts for ontology enhancement. Obviously,
the juxtaposition to a tool’s statistical quality is only feasible if the tool reports its
quality assessment values as required in 3.4.

RELFIN is a text clustering algorithm using Bisecting-K-means as its clustering core
and a mechanism for cluster evaluation and labeling. RELFIN discovers new concepts
as single terms or groups of terms characterizing a cluster of text units. These concepts,
resp. concept constellations can be used to expand the existing ontology, to semanti-
cally tag the corresponding text units in the documents or to do both. RELFIN can take
as input both concepts from an initial, rudimentary ontology and with additional terms
it extracts automatically from the collection. Accordingly, its suggestions are new con-
cepts consisting of terms in the collection and constellations consisting of terms from
either the ontology or the collection. The labels / concept constellations suggested by
RELFIN should be appropriate as semantic markup on the text fragments. This is re-
flected in the quality criteria of RELFIN.

4.1 Definitions

A text unit is an arbitrary text fragment extracted by a linguistic tool, e.g. by a sentence-
splitter; it is usually a paragraph or a sentence. Text units are composed of terms. For
our purposes, a text collection A is a set of text units.

A term is a textual representation of a concept. A feature space F consists of con-
cepts from the existing ontology, terms extracted from the collection by some statistical
method or both. We assume a feature space with d dimensions and a vectorization X in
which each text unit i is represented as vector of TFxIDF weights xi = (xi1, . . . , xid).
Obviously, concepts of the ontology that do not appear in the collection are ignored.

Given is a clustering scheme or clusterer C. For a cluster C ∈ C, we compute the
in-cluster-support of each feature f ∈ F as

ics(f, C) =
|{x ∈ C|xf = 0}|

|C| (1)
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Definition 1 (Cluster Label). Let C ∈ C be a cluster over the text collection A for the
feature space F . The label of C label(C) is the set of features {f ∈ F|ics(f, C) ≥
τics} for some threshold τics.

A feature satisfying the threshold constraint for a cluster C is a frequent feature for C.

4.2 Quality Measures

A label might be specified for any cluster. To restrict labeling to good clusters only, we
use one criterion on cluster compactness and one on feature support inside clusters.

Definition 2 (Average distance from centroid). Let C ∈ C be a cluster over the
text collection A for the feature space F and let d() be the distance function for
cluster separation. The average intra-cluster distance from the centroid is defined as

avgc(C) = x∈C d(x,centroid(C))
|C| , whereupon lower values are better.

Definition 3 (Residue). Let C ∈ C be a cluster and let τics be the in-cluster support
threshold for the cluster label. Then, the “residue” of C is the relative in-cluster support
for infrequent features:

residue(C, τics) =

∑
f∈F\label(C) ics(f, C)∑

f∈F ics(f, C)
(2)

The residue criterion serves the goal of using cluster labels for semantic markup. Con-
sider text units that support the features X and Y and text units that support Y and Z.
If the algorithm assigns them to the same cluster, then both pairs of features can be
frequent, depending on the threshold τics. A concept group “X,Y,Z” may well be of
interest for ontology enhancement, but it is less appropriate as semantic tag. We allow
for low τics values, so that such constellations can be generated. At the same time, the
residue criterion favours clusters dominated by a few frequent features shared by most
cluster members, while all other features are very rare (values close to zero are best).

5 Experiments

We performed an experiment on ontology enhancement involving a domain expert who
used the RELFIN Learner for the enhancement of an existing ontology. The expert’s
goal was to assess usability of the tool. The complete usability test is beyond the scope
of this study, so we concentrate only on the impact assessment criteria used in the test.
The juxtaposition to the statistical criteria of the tool was not part of the usability test.

5.1 The Case Study for Ontology Enhancement

Our method expects a well-defined application domain. This was guaranteed by a prede-
fined case study with a given initial ontology on biotechnology watch and two domain-
relevant collections of business news documents. We used a subcollection of BZWire
news (from 1.1.2004 to 15.3.2004), containing 1554 documents. The vectorization pro-
cess resulted in 11,136 text fragments.
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The feature space consisted of 70 concepts from the initial ontology and 230 terms
extracted from the collection. These terms were derived automatically as being more
frequent for the collection than for a reference general purpose corpus. The target num-
ber of clusters was set to 60 and the in-cluster-support threshold for cluster labeling τics

was set to 0.2. Setting τics to such a rather low value has turned to be helpful for our
observations, because high values would reduce the set of suggestions considerably.

5.2 Evaluation on Relevance and Appropriateness

RELFIN delivered 60 clusters of varying quality according to the tool’s internal criteria.
For the impact assessment by the domain expert, though, these criteria were switched
off, so that all cluster labels subject to τics = 0.2 were shown to the domain expert.
This implies that RELFIN suggested the labels of all 60 clusters, so that |T (D)| = 60.

The domain expert was asked to assess the relevance of each cluster label, i.e. con-
stellation of frequent features. A label was relevant if it contained at least one relevant
feature. The appropriateness of the features in relevant cluster labels was assessed next:
The domain expert was asked whether NONE, ALL or SOME of the concepts in the
relevant label were also appropriate. The answers were:

– Relevance to the case study: YES: 43, NO: 17 |R(D)| = 43
– Appropriateness for the ontology: NONE: 2, ALL: 4, SOME: 37 |A(O, D).S| = 41

We combined these values as described in 3.3. To compute A(O, D).S+, we enumer-
ated the concept groups in the labels characterized as SOME, using the following rules:

1. The expert saw a label with several concepts and named n concept groups that he
considered appropriate for the ontology. Then, we counted n appropriate objects.

2. The expert found an appropriate concept or concept group and marked it in all
cluster labels containing it. Then, we counted the appropriate object only once.

3. The domain expert saw a label “A,B,C,. . . ”, and wrote that “A,B” should be added
to the ontology. Then, we counted one appropriate object only, even if the terms
“A” and “B” did not belong to the ontology.

4. The expert saw a label of many concepts and marked them “ALL” as appropriate.
This case occured 4 times. For three labels, we counted one appropriate object only,
independently of the number of new concepts and possible combinations among
them. For the 4th label, we counted two appropriate objects: the label as a whole
and one specific term X. X belongs to a well-defined set of terms and the expert had
encountered and accepted three further members of this set when evaluating other
clusters. So we added this term, too.

In Table 3 we show the relevance and appropriateness ratios according to those rules.
These ratios allow for an assessment (positive in this case) of the tool’s appropriateness
for further iterations. In the last rows, we have computed the average number of appro-
priate concept groups, as contributed by the RELFIN clusters. The last ratio is peculiar
to RELFIN, which can exploit both concepts from the ontology and terms from the
collection. The ratio says that 87% of the approved concept groups were not in the
ontology. The remaining 23% are combinations of concepts from the ontology.
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Table 3. Relevance and appropriateness ratios

Tool suggestions |T (D)| 60
Relevance ratio |R(D)|

|T (D)| 43/60 ≈ 0.72

Appropriateness ratio |A(O,D).S|
|R(D)| 41/43 ≈ 0.95

Avg contribution of concept groups per relevant cluster 62/43 ≈ 1.44
Avg contribution of concept groups per cluster 62/60 ≈ 1.03
Contribution of the collection to the ontology 54/62 ≈ 0.87

5.3 Impact Versus Statistical Quality

For the juxtaposition of the impact evaluation with the statistical quality criteria of
RELFIN, we used the approach described in 3.4. Both criteria used by RELFIN range
in the interval [0, 1]; 1 is the worst value and 0 is the best one. We have adjusted the
generic procedure accordingly for the experiment.

In Table 4 we show the histograms for RELFIN. We have set the number of intervals
to k = 10. However, we have noticed that all values of relevance according to Table 2
were in the intervals between 0.3 and 0.5 for the criterion “average distance from the
centroid” avgc and between 0.2 and 0.6 for the criterion “residue”. Therefore, we have
summarized the corresponding SQ() values for the first two intervals into [0, 0.2) and
for the last intervals into [0.5, 1) for the avgc and into [0.6, 1) for the residue.

Table 4. Quality values for approved vs rejected clusters

Avg Distance to centroid
[0,0.2) [0.2,0.3) [0.3,0.4) [0.4,0.5) [0.5,1]

Approved concept groups 2 7 19 27 6
expertApproved clusters 2 5 12 17 7
expertRejected clusters 1 1 1 4 10

Residue
[0,0.2) [0.2,0.3) [0.3,0.4) [0.4,0.5) [0.5,0.6) [0.6,1]

Approved concept groups 0 2 6 16 12 25
expertApproved clusters 0 2 4 9 9 19
expertRejected clusters 1 3 4 0 3 6

For each criterion, the first row shows the distribution of cluster quality values for
the approved concept groups. As pointed out in Section 3.4, a concept group may be
supported by more than one clusters, from which the one with the highest quality is
chosen (cf. Table 1). The second row shows the cluster quality values per interval for
the approved clusters, i.e. for the set expertApproved. The third row shows the corre-
sponding distribution for the clusters in expertRejected.

For the criterion avgc(), most values of hA (clusters in expertApproved) are in
[0.3, 0.5); a steep decrease occurs afterwards. For the hR (clusters in expertRejected),
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most values are in [0.5, 1). The median of expertApproved is in the interval [0.4, 0.5),
the median of expertRejected is larger than 0.5. These observations are indicatory of
the first case in Table 2, hence the “average distance to the centroid” avgc() is aligned
to the expert’s evaluation.

In the first row of the criterion “residue”, we can see a modus in the interval [0.4, 0.5).
It is followed by a smaller modus in the next interval [0.5, 0.6) , which also contains the
median. It must be stressed that the last interval is an aggregate; there is no modus there.
The value distribution in the hA for the expertApproved clusters is in the second row:
The modus spans over the two intervals [0.4, 0.5) and [0.5, 0.6); the latter contains the
median. However, the histogram of expertRejected clusters has at least two modi, one
before the interval [0.4, 0.5) and at least one afterwards; this interval is itself empty.
Hence, the likelihood of a cluster rejection is high both before and after this interval.
So, we conclude that the criterion is misaligned.

One explanation of the misalignment of the residue is that the labels of clusters with
higher residue contain more concepts. When the human expert identified appropriate
concept groups for the ontology, he had more candidates to choose from. Those concept
groups are not appropriate as semantic tags but this does not affect their appropriateness
for the ontology. We consider this as indicatory for impact assessment: If a concept
(group) appeals to the domain expert, i.e. is informative with respect to her background
knowledge, she will approve it independently of its statistical support.

6 Conclusions

We have proposed a method that evaluates the appropriateness of text clustering tools
for ontology enhancement on the basis of their suggestions to the domain expert. Our
approach is intended as an instrument to help the domain expert decide at the begin-
ning of the ontology enhancement process whether the tool is appropriate for further
steps of this process. To this purpose, we combine subjective impact assessment with
a more objective relevance test and we finally check whether the statistical evaluation
instruments used by the tool are aligned to the subjective preferences of the expert. We
have performed a first test of our method for a text clustering tool on the enhancement
of the ontology of a real case study and we gained some rather interesting insights on
the interplay of statistical “goodness” and subjective “appropriateness”.

The juxtaposition of statistical quality and impact assessment might be observed as a
classification task, where statistical criteria serve as predictors of impact. We intend to
investigate this potential. We further plan to enhance the impact assessment with more
elaborate criteria. Moreover, we want to evaluate further tools with our method: This
implies conducting an experiment in which the expert works with multiple tools on the
same corpus and the same basic ontology.

Acknowledgement. We would like to thank the domain expert Dr. Andreas Persidis of
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on the expectations towards interactive tools used in ontology enhancement.
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Abstract. Web personalization is the process of customizing a web site to the 
needs of each specific user or set of users. Personalization of a web site may be 
performed by the provision of recommendations to the users, high-
lighting/adding links, creation of index pages, etc. The web personalization sys-
tems are mainly based on the exploitation of the navigational patterns of the 
web site’s visitors. When a personalization system relies solely on usage-based 
results, however, valuable information conceptually related to what is finally 
recommended may be missed. The exploitation of the web pages’ semantics can 
considerably improve the results of web usage mining and personalization, 
since it provides a more abstract yet uniform and both machine and human un-
derstandable way of processing and analyzing the usage data. The underlying 
idea is to integrate usage data with content semantics, expressed in ontology 
terms, in order to produce semantically enhanced navigational patterns that can 
subsequently be used for producing valuable recommendations. In this paper we 
propose a semantic web personalization system, focusing on word sense disam-
biguation techniques which can be applied in order to semantically annotate the 
web site’s content.  

1   Introduction 

During the past few years the World Wide Web has emerged to become the biggest 
and most popular way of communication and information dissemination. Every day, 
the Web grows by roughly a million electronic pages, adding to the hundreds of mil-
lions pages already on-line. WWW serves as a platform for exchanging various kinds 
of information, ranging from research papers, and educational content, to multimedia 
content, software and personal weblogs (blogs). Because of its rapid and chaotic 
growth, the resulting network of information lacks of organization and structure. Us-
ers often feel disoriented and get lost in that information overload that continues to 
expand. On the other hand, the e-business sector is rapidly evolving and the need for 
Web market places that anticipate the needs of the customers is more than ever evi-
dent. Therefore, an ultimate need nowadays is that of predicting the user needs in 
order to improve the usability and user retention of a Web site.  

In brief, web personalization can be defined as any action that adapts the informa-
tion or services provided by a web site to an individual user, or a set of users, based 
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on knowledge acquired by their navigational behavior, recorded in the web site’s 
logs. This information is often combined with the content and the structure of the web 
site as well as the user’s interests/preferences, if they are available. Using the four 
aforementioned sources of information as input to pattern discovery techniques, the 
system tailors the provided content to the needs of each visitor of the web site. The 
personalization process can result in the dynamic generation of recommendations, the 
creation of index pages, the highlighting of existing hyperlinks, the publishing of 
targeted advertisements or emails, etc. In this paper we focus on personalization sys-
tems that aim at providing personalized recommendations to the web site’s visitors. 

The problem of providing recommendations to the visitors of a web site has received 
a significant amount of attention in the related literature. Most of the earlier research 
efforts in Web personalization correspond to the evolution of extensive research in Web 
usage mining [3, 9, 41]. Pure usage-based personalization, however, presents certain 
shortcomings, for instance when there is not enough usage data available in order to 
extract patterns related to certain navigational actions, or when the web site’s content 
changes and new pages are added but are not yet included in the web logs.  

Motivated by the fact that the users’ navigation is extremely semantically-driven, 
in other words the users’ visits usually aim at finding information concerning a par-
ticular subject, we claim that the underlying content semantics should be a dominant 
factor in the process of web personalization. There have been a number of research 
studies that integrate the web site’s content in order to enhance the web personaliza-
tion process [18, 22, 30, 37]. Most of these efforts characterize web content by ex-
tracting features from the web pages. Usually these features are keywords subse-
quently used to retrieve similarly characterized content. The similarity between 
documents is usually based on exact matching between these terms. In this way, how-
ever, only a binary matching between documents is achieved, whereas no actual se-
mantic similarity is taken into consideration.  

The need for a more abstract representation that will enable a uniform and more 
flexible document matching process imposes the use of semantic web structures, such 
as ontologies1 [6, 19]. By mapping the keywords to the concepts of an ontology, or 
topic hierarchy, the problem of binary matching can be surpassed through the use of 
the hierarchical relationships and/or the semantic similarities among the ontology 
terms, and therefore, the documents.  

Several research studies proposed frameworks that express the users’ navigational 
behavior in terms of an ontology and integrate this knowledge in semantic web sites 
[36], Markov model-based recommendation systems [2], or collaborative filtering 
systems [11, 33]. Overall, all the aforementioned approaches are based on the same 
intuition: enhance the web personalization process with content semantics, expressed 
using the terms of a domain-ontology. The extracted web content features are mapped 
to ontology terms and this abstraction enables the generalizations/specializations of 
the derived patterns and/or user profiles. In all proposed models, however, the ontol-
ogy-term mapping process is performed manually or semi-automatically (needing the 
manual labeling of the training data set). Some approaches are based on collaborative 
filtering systems, which assume that some kind of user ratings are available, or on 
                                                           
1  In this work we focus on the hierarchical part of an ontology. Therefore, in the rest of this 

work we use the terms concept hierarchy, taxonomy and ontology interchangeably. 
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semantic web sites, which assume that an existing underlying semantic annotation of 
the web content is available a priori. Finally, none of the aforementioned approaches 
fully exploits the underlying semantic similarities of terms belonging to an ontology, 
apart from the straightforward “is-a” or “parent-child” hierarchical relationships.  

Since ontologies resemble the semantic networks underlying the word thesauri, the 
process of keyword mapping to ontology concepts can be related to thesaurus-based 
Word Sense Disambiguation (WSD). The analogy stems from the fact that both 
thesauri and ontologies contain a vast amount of semantic background information 
concerning the concepts they contain. The semantic information is usually expressed 
through semantic relations, such as “is-a” and “has-part” relations. Thesaurus-based 
WSD algorithms aim at exploiting such semantic relations for successfully mapping 
words to thesaurus concepts. Although the effectiveness of such methods for the se-
mantic representation of documents had been an issue of controversy, recent thesau-
rus-based WSD algorithms have been shown to consistently improve the performance 
of classification and clustering tasks [7, 20, 29, 44].  

In this paper we present a Semantic Web Personalization framework (further re-
ferred to as SEWeP) that integrates usage data with content semantics expressed in 
ontology terms in order to effectively generate useful recommendations. This frame-
work is mainly based on the work presented in [14, 15, 38]. Similar to previously 
proposed approaches, the proposed personalization framework uses ontology terms to 
annotate the web content and the users’ navigational patterns. The key departure from 
earlier approaches, however, is that the proposed personalization framework employs 
fully automatic ontology mapping WSD-based techniques [19, 29], by exploiting the 
underlying semantic similarities between ontology terms.  

In the Section that follows we present work related to thesaurus-based WSD  
algorithms and web personalization systems which use ontologies. We then discuss 
several measures for computing similarity between ontology terms in Section 3. In 
Section 4 we present in detail the proposed Semantic Web Personalization framework 
and we conclude in Section 5.  

2   Related Work 

In this Section we present a short review on thesaurus-based WSD algorithms. We 
also review the research studies which integrate content data in the web personaliza-
tion process, focusing on those that employ ontologies in order to represent the web 
documents.  

2.1   Word Sense Disambiguation for Ontologies  

In this subsection we present a short review on WSD approaches that are based on 
utilizing semantic relations in a word thesauri. Since ontologies resemble the semantic 
networks underlying a word thesaurus, these methods can be naturally extended for 
mapping keywords to ontology concepts. In the subsequent paragraph, we use WSD 
terminology with regards to a given word w. The “sense” of a word w is the concept 
of the thesaurus assigned to w. The “context” of w, refers to its surrounding words in 
the text it belongs to, and depending on the method its definition can vary and may 
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include from a small window of surrounding words, like in the method of Lesk [27], 
to all the words occurring in the same text as w, like in the method proposed in [34]. 

Several WSD approaches take advantage of the fact that a thesaurus offers impor-
tant vertical (is-a, has-part) and horizontal (synonym, antonym, coordinate terms) 
semantic relations. Sussna [43] has proposed an unsupervised WSD approach where 
the distance among the candidate senses of a noun, as well as the senses of the words 
in its context are taken into account, using a sliding window of noun words occurring 
in the text. The correct sense that disambiguates each noun is found through minimiz-
ing the distance between possible assignments of senses of neighboring nouns. In 
order to compute this distance, the author considers a semantic distance measure 
which utilizes the semantic relations expressing the hypernym/hyponym, mero-
nym/holonym and synonym/antonym nature. In the work of Agirre and Rigau [1] the 
hypernym/hyponym relation is used again to form a measure of conceptual distance 
between senses, by measuring the shortest path between the possible senses of a noun 
to be disambiguated and the senses of its context words. Rigau et al. [40] combined 
previous WSD approaches and utilized the hypernym/hyponym and the domain se-
mantic relation, along with other heuristics that make use of measuring word co-
occurrence in senses’ definitions and constructing semantic vectors, to form a new 
unsupervised WSD approach. Leacock et. al. [25] have also used the hy-
pernym/hyponym, the synonym and the coordinate terms semantic relationship (the 
latter expresses senses sharing the same immediate hypernym) existing in WordNet 
[16] to form the training material of their WSD algorithm. Mihalcea et al. [32] have 
used synonyms and hypernyms/hyponyms as well to generate the semantically con-
nected senses for the words to be disambiguated. Their disambiguation takes place in 
an iterative manner, generating a set for the already disambiguated words and a set for 
ambiguous word, while utilizing possible semantic connections between the two sets. 
Montoyo et al. [31] also use hypernyms and hyponyms, along with their glosses, in 
order to combine knowledge-based and corpus-based WSD methods. Moreover, in  
[5, 17, 42] lexical chaining is used for word sense disambiguation, which is a process 
of connecting semantically related words (thus making use of hypernym/hyponym 
and other semantic relations) in order to create a set of chains that represent different 
threads of cohesion through a given text. Lexical chaining has also been validated in 
the area of text summarization [5, 42]. Finally, in [35], they use a variety of knowl-
edge sources to automatically generate semantic graphs, which are essentially alterna-
tive conceptualizations for the lexical items to be disambiguated. For building these 
graphs they used various types of semantic relations, like meronymy/holonymy, hy-
pernymy/hyponymy and synonymy. 

In contrast to the approaches described above, the WSD algorithm proposed in 
[29] has been validated experimentally both in “pure” WSD (using WSD benchmark 
datasets), and in the document classification task. The fact that our approach has been 
shown to improve classification accuracy, constitutes a strong indication that it can be 
used effectively for enhancing semantics in document representation.   

2.2   Using Content Semantics for Web Personalization 

Several frameworks based on the claim that the incorporation of information related 
to the web site’s content enhances the web mining and web personalization process 
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have been proposed prior [30, 37] or subsequent [18, 22, 23] to our original work [14, 
15]. In this subsection we overview in detail the ones that are more similar to ours, in 
terms of using a domain-ontology to represent the web site’s content for enhancing 
the web personalization results.  

Dai and Mobasher [11] proposed a web personalization framework that character-
izes the usage profiles of a collaborative filtering system using ontologies. These 
profiles are transformed to “domain-level” aggregate profiles by representing each 
page with a set of related ontology objects. In this work, the mapping of content fea-
tures to ontology terms is assumed to be performed either manually, or using super-
vised learning methods. The defined ontology includes classes and their instances 
therefore the aggregation is performed by grouping together different instances that 
belong to the same class. The recommendations generated by the proposed collabora-
tive system are in turn derived by binary matching the current user visit expressed as 
ontology instances to the derived domain-level aggregate profiles, and no semantic 
relations beyond hyperonymy/hyponymy are employed.  

The idea of semantically enhancing the web logs using ontology concepts is inde-
pendently described by Oberle et.al. [36]. This framework is based on a semantic web 
site built on an underlying ontology. This site contains both static and dynamic pages 
being generated out of the ontology. The authors present a general framework where 
data mining can then be performed on these semantic web logs to extract knowledge 
about groups of users, users’ preferences, and rules. Since the proposed framework is 
built on a semantic web knowledge portal, the web content is inherently semantically-
annotated exploiting the portal’s inherent RDF annotations. The authors discuss how 
this framework can be extended using generalizations/specializations of the ontology 
terms, as well as for supporting the web personalization process, yet they mainly 
focus on web mining. 

Acharyya and Ghosh [2] also propose a general personalization framework based 
on the conceptual modeling of the users’ navigational behavior. The proposed meth-
odology involves mapping each visited page to a topic or concept, imposing a tree 
hierarchy (taxonomy) on these topics, and then estimating the parameters of a semi-
Markov process defined on this tree based on the observed user paths. In this Markov 
models-based work, the semantic characterization of the context is performed manu-
ally. Moreover, no semantic similarity measure is exploited for enhancing the predic-
tion process, except for generalizations/specializations of the ontology terms.  

Middleton et. al [33] explore the use of ontologies in the user profiling process 
within collaborative filtering systems. This work focuses on recommending academic 
research papers to academic staff of a University. The authors represent the acquired 
user profiles using terms of a research paper ontology (is-a hierarchy). Research pa-
pers are also classified using ontological classes. In this hybrid recommender system 
which is based on collaborative and content-based recommendation techniques, the 
content is characterized with ontology terms, using document classifiers (therefore a 
manual labeling of the training set is needed) and the ontology is again used for mak-
ing generalizations/specializations of the user profiles. 

Finally, Kearney and Anand [23] use an ontology to calculate the impact of differ-
ent ontology concepts on the users navigational behavior (selection of items). In this 
work, they suggest that these impact values can be used to more accurately determine 
distance between different users as well as between user preferences and other items 
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on the web site, two basic operations carried out in content and collaborative filtering 
based recommendations. The similarity measure they employ is very similar to the 
Wu & Palmer similarity measure presented here. This work focuses on the way these 
ontological profiles are created, rather than evaluating their impact in the recommen-
dation process, which remains opens for future work.  

3   Similarity of Ontology Terms 

As already mentioned, the proposed semantic web personalization framework exploits 
the expressive power of content semantics, that are represented by ontology terms. 
Using such a representation, the similarity between documents is deduced to the dis-
tance between terms that are part of a hierarchy. The need for such a similarity meas-
ure is encountered throughout the personalization process, namely during content 
characterization, keyword translation, document clustering and recommendations’ 
generation.  

There is an extensive bibliography addressing the issue of defining semantic dis-
tances and similarity measures based on semantic relations. A popular similarity 
measure for ontology concepts is proposed by Resnik [39]. The similarity between 
two ontology concepts is based on the “depth” of their least common ancestor, where 
the “depth” is measured using the information content. Formally the similarity meas-
ure is defined as: )(max),( )},({ cICbaRSsim baSuppc∈= , where )(log)( cPcIC −=  is the 

information content of concept c and Supp(a,b) is a set containing all ancestors (in the 
hierarchical structure) of a and b.  

Jiang and Conrath [21] define a distance measure based on the path of two con-
cepts to their least common ancestor. Their distance measure does not depend solely 
on the edge counting, since the information content is used for weighting the edges. 
Formally the Jiang and Conrath distance measure is defined 
as: )),((2)()(),( balcaICbICaICbaJCdis −+= , where IC(c) is the information content of 

concept c and lca(a,b) is the least common ancestor of a and b. 
Leacock and Chodorow [24] define a similarity measure that is based on the short-

est path that connects two concepts normalized by the maximum depth of the ontol-

ogy. Their similarity measure is defined as: 
D
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where path_length is the length of the shortest path that connects the two concepts in 
the ontology and D denotes the maximum depth of the ontology. 

Finally, Lin [28] has proposed a similarity measure, based on the Wu and Palmer 
similarity measure [48]. More precisely, they incorporated the information content in 
order to extend the flexibility of the similarity measure beyond edge counting, The 

Lin similarity measure is defined as:
)()(
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+
= , where lca(a,b) 

defines the least common ancestor of concepts a and b. 
The ontology similarity and distance measures described above are defined for 

pairs of concepts that reside in an ontology and cannot be directly used for evaluating 
the similarity between documents (a document contains a set of concepts). However, 
they can be used for evaluating the similarity between two documents either in the 
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context of distance measures for sets of objects, or in the context of the Generalized 
Vector Space Model (GVSM model) [29, 37]. 

In our approach, we adopt the Wu & Palmer similarity measure [48] for calculating 
the distance between terms that belong to a tree (hierarchy). Moreover, we use its 
generalization, proposed by Halkidi et.al. [19] to compute the similarity between sets 
of terms that belong to a concept hierarchy. Furthermore we utilize a recently pro-
posed similarity measure for sets of ontology concepts that is based on the GVSM 
model proposed in [29]. We should stress that the choice of the similarity measure is 
orthogonal to the rest system functionality, as long as it serves for calculating the 
distance between hierarchically organized terms. The definitions of the three similar-
ity measures are given in what follows. A more detailed description and theoretical 
proof can be found in the related publications. 

3.1   Wu&Palmer Similarity Measure 

Given a tree, and two nodes a, b of this tree, their similarity is computed as follows: 
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where the node c is their deepest (in terms of tree depth) common ancestor. 

3.2   THESUS Similarity Measure 

Given an ontology T and two sets of weighted terms A={(wi, ki)} and B={(vi, hi)}, 
with wi, vi  ∈ T, their similarity is defined as:  
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The theoretical and experimental justification of the effectiveness of the aforemen-
tioned similarity measure is included in [19].   

3.3   GVSM Based Similarity Measure 

The similarity between two documents d1and d2 that contain ontology concepts is 
defined as 

                                          TT dDDdddGVSMsim 2121 )( =                                              (3) 

where the rows of matrix D contain the vector representations of the ontology con-
cepts. For constructing the vector representations, we initially consider an index of all 
the ontology concepts. Then the vector representation of each concept has non-zero 
elements only at the dimensions that correspond to the concept’s ancestors. For illus-
trative purposes, consider two ontology concepts c1=insurance_company and 
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c2=bank, where both concepts have two ancestors in the ontology hierarchy, 
c3=financial_insitution and c4=institution. Then, if we consider that the concept hier-
archy contains only these four concepts, the index of all the ontology concepts will be 
(c1, c2, c3, c4), and the vector representation of c1 will be (1,0,1,1), while the vector 
representation of c2 will be (0,1,1,1). In [29] we justify theoretically (Propositions 1, 
2) and experimentally the effectiveness of the proposed similarity measure.   

4   Ontology-Based Semantic Web Personalization  

The users’ navigation in a web site is usually content-oriented. The users often search 
for information or services concerning a particular topic. Therefore, the underlying 
content semantics should be a dominant factor in the process of web personalization. 
In this Section we present a web personalization framework that integrates content 
semantics with the users’ navigational patterns, using ontologies to represent both the 
content and the usage of the web site. This framework is mainly based on the SEWeP 
personalization system, presented in [14, 15, 38]. To the best of our knowledge, it is 
the only web personalization framework where the content characterization process is 
performed using WSD-based methods [19, 29], fully exploiting the underlying se-
mantic similarities of ontology terms. 

4.1   SEWeP System Architecture 

SEWeP uses a combination of web mining techniques to personalize a web site. In 
short, the web site’s content is processed and characterized by a set of ontology terms 
(categories). The visitors’ navigational behavior is also updated with this semantic 
knowledge to create an enhanced version of web logs, C-logs, as well as semantic 
document clusters. C-Logs are in turn mined to produce both a set of URI and cate-
gory-based association rules. Finally, the recommendation engine uses these rules, 
along with the semantic document clusters in order to provide the final, semantically 
enhanced set of recommendations to the end user.  

As illustrated in Figure 1, SEWeP consists of the following components: 

• Content Characterization. This module takes as input the content of the web site 
as well as a domain-specific ontology and outputs the semantically annotated 
content to the modules that are responsible for creating the C-Logs and the 
semantic document clusters.  

• Semantic Document Clustering. The semantically annotated pages created by 
the previous component are grouped into thematic clusters. This categorization 
is achieved by clustering the web documents based on the semantic similarity 
between the ontology terms that characterize them.  

• C-Logs Creation & Mining. This module takes as input the web site’s logs as 
well as the semantically annotated web site content. It outputs both URI and 
category-based frequent itemsets and association rules which are subsequently 
matched to the current user’s visit by the recommendation engine.   

• Recommendation Engine. This module takes as input the current user’s path and 
matches it with the semantically annotated navigational patterns produced in 
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the previous phases. The recommendation engine generates three different 
recommendation sets, namely original, semantic and category-based ones, de-
pending on the input patterns used.  

The creation of the ontology as well as the semantic similarity measures used as 
input in the aforementioned web personalization process are orthogonal to the pro-
posed framework. We assume that the ontology is descriptive of the web site’s do-
main and is provided/created by a domain expert. We elaborated on several similarity 
measures for ontology terms in Section 3. In what follows we briefly describe the key 
components of the proposed architecture. For more details on the respective algo-
rithms and system implementation the reader may refer to [14, 15, 38]. 

4.2   Content Characterization 

A fundamental component of the SEWeP architecture is the automatic content charac-
terization process. SEWeP is the only web personalization framework enabling the 
automatic annotation of web content with ontology terms without needing any human 
labeling or prior training of the system. The keywords’ extraction is based both on the 
content of the web pages, as well as their connectivity features. What is more, SEWeP 
enables the annotation of multilingual content, since it incorporates a context-
sensitive translation component which can be applied prior to the ontology mapping 
process. In the subsections that follow we briefly describe the aforementioned proc-
esses, namely the keyword extraction and translation as well as the semantic charac-
terization modules.    

 

Fig. 1. SEWeP architecture 

4.2.1   Keyword Extraction 
There exists a wealth of methods for representing web documents. The most straight-
forward approach is to perform text mining in the document itself following standard 
IR techniques. This approach, however, proves insufficient for the web content, since 
it relies solely on the information included in the document ignoring semantics arising 
from the connectivity features of the web [8, 10]. Therefore, in many approaches 
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information contained in the links that point to the document and the text near them - 
defined as “anchor-window” - is used for characterizing a web document [10, 46, 45]. 
This approach is based on the hypothesis that the text around the link to a page is 
descriptive of the page’s contents and overcomes the problems of the content-based 
approach, since it takes into consideration the way others characterize a specific web 
page. In our work, we adopt and extend this approach, by also taking into considera-
tion the content of the pages that are pointed by the page under examination, based on 
the assumption that in most Web pages the authors include links to topics that are of 
importance in the page’s context.  

In the proposed framework, the keywords that characterize a web page p are ex-
tracted using:  

1. The raw term frequency of p. 
2. The raw term frequency of a selected fraction (anchor-window) of the web pages 

that point to p.  
3. The raw term frequency of the web pages that are pointed by p. 

This hybrid content & structure –based keyword extraction process is motivated by 
the fact that the text around the links pointing to the web page, as well as the content 
of the web pages pointed by the web page under consideration are descriptive of the 
page’s contents.  

At the end of this phase, each document d is characterized by a weighted set of 
keywords d = {(ki,wi)}, where wi is the weight representing the summed (over the 
combination of methods) word frequency of keyword ki. Before proceeding with 
mapping the extracted keywords to related ontology terms, however, all non-English 
keywords should be translated. In our approach, we determine the most suitable syno-
nym using a context-sensitive automatic translation method. Assuming that the set of 
keywords will be descriptive of the web page’s content, we derive the best synonym 
set by comparing their semantics. This translation method is applicable for any lan-
guage, provided that a dictionary and its inflection rules are available. In our system 
implementation we applied it for the Greek language. More details on this algorithm 
can be found in [14, 26]. 

4.2.2   Semantic Characterization 
In order to assist the remainder of the personalization process (C-logs creation, semantic 
document clustering, semantic recommendations) the n most frequent (translated) key-
words that where extracted in the previous phase, are mapped to the terms T = {c1, …, ck.} 
of a domain ontology (in our approach we need the concept hierarchy part of the ontol-
ogy). This mapping is performed using a thesaurus, like Wordnet [16]. If the keyword 
belongs to the ontology, then it is included as it is. Otherwise, the system finds the “clos-
est” (i.e. most similar) term (category) to the keyword using the unsupervised WSD 
algorithm proposed in [29]. This algorithm adopts the intuition that context terms (adja-
cent term in text) are semantically close to each other and that this is reflected by their 
pathwise distance on the hierarchical structure of the ontology. Based on this intuition the 
WSD algorithm maps a set of terms to the ontology concepts that minimize the pathwize 
distances on the ontology hierarchical structure. Thus, the objective of our WSD algo-
rithm is to find the set of senses (among the candidate sets of senses) that is more “com-
pact” in the ontology structure. The compactness measure utilized for selecting the  
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appropriate set of senses is based on the concept of the Steiner Tree (minimum-weight 
Tree that connects a set of vertices in a Graph).  

If more than one keywords are mapped to the same category ci, the relevance ri as-
signed to it is computed using the following formula: 
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where wj is the weight assigned to keyword kj for document d and sj the similarity with 
which kj is mapped to ci. At the end of this process, each document d is represented as a 
set d = {(ci, ri)}, where ri ∈[0,1] since sj ∈[0,1]. If only one keyword kj is mapped to a 
category ci, then the respective relevance ri equals the keyword’s weight wj. 

4.3   C-Logs Creation and Mining 

C-Logs are in essence an enhanced form of the web logs. The C-Logs creation proc-
ess involves the correlation of each web logs’ record with the ontology terms that 
represent the respective URI. C-logs may be further processed in the same way as 
web logs, through the use of statistical and data mining techniques, such as associa-
tion rules, clustering or sequential pattern discovery.  

The web mining algorithms currently supported by SEWeP is frequent itemsets’ 
and association rules’ discovery. Both algorithms are based on a variation of the Ap-
riori algorithm [4], used to extract patterns that represent the visitors’ navigational 
behavior in terms of pages often visited together. The input to the algorithm is the 
recorded users’ sessions expressed both in URI and category level. The output is a set 
of URI and category-based frequent itemsets or association rules respectively. Since 
no explicit user/session identification data are available, we assume that a session is 
defined by all the pageview visits made by the same IP, having less than a maximum 
threshold time gap between consecutive hits.  

4.4   Document Clustering 

After the content characterization process, all web documents are semantically anno-
tated with terms belonging to a concept hierarchy. This knowledge is materialized by 
grouping together documents that are characterized by semantically “close” terms, i.e. 
neighboring categories in the hierarchy. This categorization is achieved by clustering 
the web documents based on the similarity among the ontology terms that character-
ize each one of them. The generated clusters capture semantic relationships that may 
not be obvious at first sight, for example documents that are not “structurally” close 
(i.e. under the same root path).  

For this purpose we use the THESUS similarity measure, as defined earlier, with a 
modification of the density-based algorithm DBSCAN [13] for clustering the docu-
ments. After the document clustering, each cluster is labeled by the most descriptive 
categories of the documents it contains, i.e. the categories that characterize more than 
t% of the documents. Modification details and the algorithm itself are described in 
[19, 46]. The semantic document clusters are used in turn in order to expand the rec-
ommendation set with semantically similar web pages, as we describe in the subse-
quent Section. 
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4.5   Recommendation Engine 

As already mentioned, after the document characterization and clustering processes 
have been completed, each document d is represented by a set of weighted terms 
(categories) that are part of the concept hierarchy: d = {(ci, ri)}, ci ∈ T, ri ∈  [0,1] (T is 
the concept hierarchy, ri is ci’s weight). This knowledge can be transformed into three 
different types of recommendations, depending on the rules that are used as input 
(association rules between URIs or between categories) and the involvement of se-
mantic document clusters: original, semantic, and category-based recommendations.  

Original recommendations are the “straightforward” way of producing recommen-
dations, simply relying in the usage data of a web site. They are produced when, for 
each incoming user, a sliding window of her past n visits is matched to the URI-based 
association rules in the database, and the m most similar ones are selected. The system 
recommends the URIs included in the rules, but not visited by the user so far.  

The intuition behind semantic recommendations is that, useful knowledge semanti-
cally similar to the one originally proposed to the users, is omitted for several reasons 
(updated content, not enough usage data etc.) Those recommendations are in the same 
format as the original ones but the web personalization process is enhanced by taking 
into account the semantic proximity of the content. In this way, the system's sugges-
tions are enriched with content bearing similar semantics. In short, they are produced 
when, for each incoming user, a sliding window of her past n visits is matched to the 
URI-based association rules in the database, and the single most similar one is se-
lected. The system finds the URIs included in the rule but not yet visited by the user 
(let A) and recommends the m most similar documents that are in the same semantic 
cluster as A.  

Finally, the intuition behind category-based recommendations is the same as the 
one of semantic recommendations: incorporate content and usage data in the recom-
mendation process. This notion, however, is further expanded; users’ navigational 
behavior is now expressed using a more abstract, yet semantically meaningful way. 
Both the navigational patterns’ knowledge database and the current user’s profile are 
expressed by categories. Therefore, pattern matching to the current user’s naviga-
tional behavior is no longer exact since it utilizes the semantic relationships between 
the categories, as expressed by their topology in the domain-specific concept hierar-
chy. The final set of recommendations is produced when, for each incoming user, a 
sliding window of the user’s past n visits is matched to the category-based association 
rules in the database, and the most similar is selected. The system finds the most rele-
vant document cluster (using similarity between category terms) and recommends the 
documents that are not yet visited by the user.  

In what follows, we briefly describe the semantic and category-based recommen-
dations’ algorithms. The description of the generation of original recommendations is 
omitted, since it is a straightforward application of the Apriori [4] algorithm to the 
sessionized web logs. The respective algorithms, as well as experimental evaluation 
of the proposed framework can be found in [12, 14, 15].  

4.5.1   Semantic Recommendations 
We use the Apriori algorithm to discover frequent itemsets and/or association rules 
from the C-Logs. We consider that each distinct user session represents a different 
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transaction. We will use S = {Im}, to denote the final set of frequent item-
sets/association rules, where  Im = {(urii)}, urii ∈ CL.    

The recommendation method takes as input the user’s current visit, expressed a set 
of URIs: CV = {(urij)}, urij ∈ WS, (WS is the set of URIs in the visited web site. Note 
that some of these may not be included in CL). The method finds the itemset in S that 
is most similar to CV, and recommends the documents (labeled by related categories) 
belonging to the most similar document cluster Clm ∈ Cl (Cl is the set of document 
clusters). In order to find the similarity between URIs, we perform binary matching. 
In other words, the more common URIs in CV and S, the more similar they are.  

4.5.2   Category-Based Recommendations 
We use an adaptation of the Apriori algorithm to discover frequent itemsets and/or 
association rules including categories. We consider that each distinct user session 
represents a different transaction. Instead of using as input the distinct URIs visited, 
we replace them with the respective categories. We keep the most important ones, 
based on their frequency (since the same category may characterize more than one 
documents). We then apply the Apriori algorithm using categories as items. We will 
use C = { Ik }, to denote the final set of frequent itemsets/association rules, where  Ik = 
{(ci,, ri)}, ri ∈ T, ri ∈ [0,1] (ri reflects the frequency of ci).    

The recommendation method takes as input the user’s current visit, expressed in 
weighted category terms: CV = {(cj, fj)}, cj ∈ T, fj ∈ [0,1] (fj is frequency of cj in cur-
rent visit - normalized). The method finds the itemset in C that is most similar to CV, 
creates a generalization of it and recommends the documents (labeled by related cate-
gories) belonging to the most similar document cluster Cln ∈ Cl (Cl is the set of 
document clusters). To find the similarity between categories we use the Wu & 
Palmer metric, whereas in order to find similarity between sets of categories, we use 
the THESUS metric, as defined in Section 3.  

5   Conclusions 

The exploitation of the pages’ semantics hidden in user paths can considerably im-
prove the results of web personalization, since it provides a more abstract yet uniform 
and both machine and human understandable way of processing and analyzing the 
data. In this paper, we present a semantic web personalization framework, which 
enhances the recommendation process with content semantics. We focus on word 
sense disambiguation techniques which can be used in order to semantically annotate 
the web site’s content with ontology terms. The framework exploits the inherent se-
mantic similarities between the ontology terms in order to group web documents 
together and semantically expand the recommendation set.  

A more detailed analysis, possible limitations and an extensive experimental 
evaluation of the several components of the proposed framework can be found in [14, 
15, 29]. The experimental results are more than promising. Our plans for future work 
include the evaluation of the proposed integrated SEWeP-GVSM framework. We also 
plan to integrate different semantic similarity measures in our architecture.  
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Vojtěch Svátek1, Jan Rauch1, and Martin Ralbovský2
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Abstract. The roles of ontologies in KDD are potentially manifold.
We track them through different phases of the KDD process, from data
understanding through task setting to mining result interpretation and
sharing over the semantic web. The underlying KDD paradigm is associa-
tion mining tailored to our 4ft-Miner tool. Experience from two different
application domains—medicine and sociology—is presented throughout
the paper. Envisaged software support for prior knowledge exploitation
via customisation of an existing user-oriented KDD tool is also discussed.

1 Introduction

Domain ontologies, being hot topic in today’s knowledge engineering research, are
promising candidates for background knowledge to be used in the KDD process.
They express the main concepts and relationships in a domain in a way that is
consensual and comprehensible to the given professional community, and (ideally)
commits to some generic principles of knowledge organisation. The research in ap-
plied ontology and in KDD are, to some extent, two sides of the same coin. On-
tologies describe the ‘state-of-affairs’ in a certain domain at an abstract level, and
thus enable to verify the correctness of existing (concrete) facts as well as to infer
new facts. On the other hand, KDD typically proceeds in the opposite direction:
from concrete, instance-level patterns to more abstract ones. Semantic web min-
ing [5] represents the junction of ontology and KDD research in their ‘concrete’
(instance-centric) corners; in this paper, we however mostly focus on the junction
of ‘abstract’ corners, namely, of abstract ontologies themselves and data general-
isations (i.e. discovered hypotheses) produced by KDD.

The role to be played by ontologies in KDD (and even their mere usability) de-
pends on the given mining task and method, on the stage of the KDD process, and
also on some characteristics of the domain and dataset. The experiment described
in this paper is connected with task of association mining, namely, with the 4ft-
Miner tool [23] (component of LISp-Miner, see http://lispminer.vse.cz),
which is inspired by the GUHA method [13]. We identified four stages of (4ft-
Miner -based) KDD that are likely to benefit from ontology application: data
understanding, task design, result interpretation and result dissemination over

M. Ackermann et al. (Eds.): EWMF/KDO 2005, LNAI 4289, pp. 163–179, 2006.
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the semantic web1. Finally, we conducted our research in two different domains
with specific datasets (and available ontological resources): the domain of car-
diovascular risk and that of social climate.

The paper is structured as follows. Section 2 describes both domain-specific
applications. Section 3 recalls the basic principles of 4ft-Miner. Sections 4, 5,
6 and 7 are devoted each to one phase of the KDD process as outlined above.
Finally, section 9 reviews some related work, and section 10 shows directions for
future research.

2 Overview of Applications

2.1 Cardiovascular Risk: Data and Ontologies

The STULONG dataset concerns a twenty-years-lasting longitudinal study of
risk factors for atherosclerosis in the population of middle-aged men (see http://
euromise.vse.cz/stulong-en/). It consists of four data matrices:

Entrance. Each of 1 417 men has been subject to entrance examination. Values
of 244 attributes have been surveyed with each patient. These attributes are
divided into 11 groups e. g. social characteristics, physical activity etc.

Control. Risk factors and clinical demonstration of atherosclerosis have been
followed during the control examination for the duration of 20 years. Values
of 66 attributes have been recorded for each one. There are 6 groups of
attributes, e.g. physical examination, biochemical examination etc.

Letter. Additional information about health status of 403 men was collected
by postal questionnaire. There are 62 attributes divided into 8 groups such
as diet or smoking.

Death. There are 5 attributes concerning the death of 389 patients.

As ontology we used UMLS (Unified Medical Language System) [2], namely
its high-level semantic network and the meta-thesaurus mapping the concepts
picked from third-party resources onto each other. Although the central construct
of UMLS is the concept-subconcept relation, the semantic network also features
lots of other binary relations such as ‘location of’ or ‘produces’. However, since
the network only covers 134 high-level ‘semantic types’ (such as ‘Body Part’ or
‘Disease’), the relations are only ‘potentially holding’ (it is by far not true that
every Body Part can be ‘location of’ every Disease...). The meta-thesaurus, in
turn, covers (a large number of) more specific concepts but relations are only
scarcely instantiated, and nearly all relation instances belong to the ‘location of’
relation.

As additional resource, we used the knowledge accumulated in the Czech
medical community with respect to risk factors of cardio-vascular diseases, in
connection with the STULONG project itself. The knowledge base consists of

1 In a pre-cursor paper [9], we explicitly used CRISP-DM (http://www.crisp-dm.
org) for process decomposition; however, the phases are rather generic.
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36 qualitative rules, most of which can be characterised as medical ‘field knowl-
edge’ or common-sense knowledge, e.g. “increase of cholesterol level leads to
increase of triglycerides level”, “increase of age leads to increase of coffee con-
sumption”, “increase of education leads to increase of responsibility in the job”
or the like. Given the mentioned lack of concrete inter-concept relationships in
UMLS, we adopted them, for experimental purposes, as if they were part of this
ontology.

2.2 Social Climate: Data and Ontologies

In the second application, both the ontology2 and the dataset used for association
discovery had the same seed material: the questionnaire posed to respondents
during the opinion poll mapping the ‘social climate’ of the city of Prague in
Spring 2004. The questionnaire contained 51 questions related to e.g. economic
situation of families, dwelling, or attitude towards important local events, polit-
ical parties or media. Some questions consisted of aggregated sub-questions each
corresponding to a different ‘sign’, e.g. “How important is X for you?”, where X
stands for family, politics, religion etc.; other questions corresponded each to a
single ‘sign’. The questions were divided into 11 thematic groups.

While the dataset was straightforwardly derived from the individual ‘signs’,
each becoming a database column3, the ontology first had the form of glossary
of candidate terms (manually) picked from the text of the questions; duplicities
were removed. In conformance with most ontology engineering methodologies
[12], the terms were then divided into candidates for classes, relations and in-
stances, respectively. Then a taxonomy and a structure of non-taxonomic rela-
tions was (again, manually) built, while filling additional entities when needed
for better connectivity of the model or just declared as important by domain
expert. The instances either correspond to enumerated values of properties,
e.g. GOOD JOB AVAILABILITY, or to outstanding individuals such as PRAGUE or
CHRISTIAN DEMOCRATIC PARTY.

The current version of the ontology, formalised in OWL4, consists of ap-
prox. 100 classes, 40 relations and 50 individuals5. A Protégé6 window show-
ing parts of the class hierarchy plus the properties of class Person is in Fig. 1.
Note that the ambition of our ontology is not to become a widely-usable formal
model of social reality; it rather serves for ‘simulation’ of the possible role of
such ontology in the context of KDD.

2 We created the ontology as part of the KDD-oriented project as there was no suf-
ficiently large and rich ontology available in this domain. For a brief overview of
existing ‘social reality’ ontologies see [26].

3 And, subsequently, an attribute for the 4ft-Miner tool, see the next section.
4 http://www.w3.org/2004/OWL
5 By naming convention we adopted, individuals are in capitals, classes start with

capital letter (underscore replaces inter-word space for both individuals and classes),
and properties start with small letter and the beginning of other than first word is
indicated by a capital letter.

6 http://protege.stanford.edu
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Fig. 1. Incomplete view of the social climate ontology in Protégé

3 Association Mining with 4ft-Miner

4ft-Miner mines for association rules of the form ϕ ≈ ψ, where ϕ and ψ are called
antecedent and succedent, respectively. Antecedent and succedent are conjunc-
tions of literals. Literal is a Boolean variable A(α) or its negation ¬A(α), where
A is an attribute (corresponding to a column in the data table) and α (a set of
values called categories) is coefficient of the literal A(α). The literal A(α) is true
for a particular object o in data if the value of A for o is some v such that v ∈ α.

The association rule ϕ ≈ ψ means that ϕ and ψ are associated in the way
defined by the symbol ≈. The symbol ≈, called 4ft-quantifier, corresponds to a
condition over the four-fold contingency table of ϕ and ψ. The four-fold contin-
gency table of ϕ and ψ in data matrix M is a quadruple 〈a, b, c, d〉 of natural



Ontology-Enhanced Association Mining 167

numbers such that a is the number of data objects from M satisfying both ϕ
and ψ, b is the number of data objects from M satisfying ϕ and not satisfying
ψ, c is the number of data objects from M not satisfying ϕ and satisfying ψ,
and d is the number of from M from M satisfying neither ϕ nor ψ.

There are 16 4ft-quantifiers in 4ft-Miner. An example of 4ft-quantifier is above-
average dependence, ∼+

p,Base, which is defined for 0 < p and Base > 0 by the
condition

a

a + b
≥ (1 + p)

a + c

a + b + c + d
∧ a ≥ Base .

The association rule ϕ ∼+
p,Base ψ means that among the objects satisfying ϕ is

at least 100p per cent more objects satisfying ψ than among all observed objects
and that there are at least Base observed objects satisfying both ϕ and ψ.

As an example of association rule, let us present the expression

A(a1, a7) ∧ B(b2, b5, b9) ∼+
p,Base C(c4) ∧ ¬D(d3)

Here, A(a1, a7), B(b2, b5, b9), C(c4) and ¬D(d3) are literals, a1 and a7 are cate-
gories of A, and {a1, a7} is the coefficient of A(a1, a7)7, and analogously for the
remaining literals.

In order to determine the set of relevant questions more easily, we can define
cedents (i.e. antecedent and/or succedent) ϕ as a conjunction

ϕ = ϕ1 ∧ ϕ2 ∧ . . . ∧ ϕk

where ϕ1, ϕ2, . . . , ϕk are partial cedents. Each ϕi (itself a conjunction of literals)
is chosen from the set of relevant partial cedents. The set of partial cedents is
given in the following manner:

– the minimum and maximum length (i.e. the number of literals in conjunction)
of the partial cedent is defined

– a set of attributes from which literals will be generated is given
– some attributes can be marked as basic, each partial cedent then must con-

tain at least one basic attribute
– a simple definition of the set of all literals to be generated is given for each

attribute
– classes of equivalence can be defined, such that each attribute belongs to

at most one class of equivalence; no partial cedent then can contain two or
more attributes from the same class of equivalence.

The set of all literals to be generated for a particular attribute is given by:

– the type of coefficient; there are six types of coefficients: subsets, intervals,
left cuts, right cuts, cuts8, one particular category

– the minimum and the maximum length of the literal (in terms of coefficient
cardinality)

– positive/negative literal option: only positive, only negative, both.
7 For convenience, we can write A(a1, a7) instead of A({a1, a7}).
8 Cuts are intervals containing (at least) one extremal value; cyclical cuts are also

possible so as to cover e.g. calendar values.
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4 Data Understanding

Within the phase of data understanding, the activity relevant for ontology ex-
ploitation is that of data-to-ontology mapping, the outcomes of which will be
used in later phases.

In the cardiovascular risk application we succeeded in mapping 53 of STU-
LONG attributes (from the Entrance dataset) on 19 UMLS semantic types and
25 metathesaurus concepts. Six attributes for which a concept could not be
found were only assigned semantic type, for example, ‘responsibility in job’ was
assigned to semantic type Occupational Group. For subsequent processing, we
only kept a light-weight fragment of UMLS containing, for each data attribute,
the most adequate metathesaurus concept and the least-general semantic type
subsuming this concept. We obtained a structure with five taxonomy roots: Find-
ing, Activity, Group, Food, and Disease or Syndrome.

The side effect of mapping to ontology, as peculiar form of ‘data understand-
ing’, was occasional identification of redundant attributes9, which (though nec-
essary for data management purposes) were not useful as input to data mining.
For example, since the dataset contained the attribute ‘age on entrance to STU-
LONG study’, the attributes ‘birth year’ and ‘year of entrance to STULONG
study’ (all mapped to the Age Group semantic type) were of little use.

The mapping between STULONG data and the qualitative rules was straight-
forward, since the data were collected (more-or-less) by the same community of
physicians who also formulated the knowledge base, within the same project.

For the same reason, the mapping task was relatively easy in the social cli-
mate application. Since the core of the ontology had been manually designed
based on the text of the questions, mapping amounted to tracking down the
links created while building the ontology and maintained during the concept-
merging phase. An example of mapping between a question and (fragments
of) the ontology is in Fig. 2. Emphasised fragments of the text map to the
concepts Job availability, Metropoly and Family and to the individuals
GOOD JOB AVAILABILITY, PRAGUE, CENTRAL EUROPE and EU, plus several proper-
ties not shown in the diagram. Note that question no. 3 is a ‘single-sign’ question,
i.e. it is directly transformed to one data attribute used for mining. In addition
to questions, ontology mapping was also determined for values allowed as an-
swers, especially for questions requiring to select concrete objects from a fixed
list (city districts, political parties etc.).

5 Task Design

The mining process in narrow sense—running an individual mining session—is
probably not amenable to ontologies in the case of 4ft-Miner. The analysis of
9 Similarly, candidate missing attributes could be identified, especially if the concept in

the ontology is connected to multiple datatype properties, of which some correspond
to mined data attributes and some do not. An algorithm has been suggested for this
purpose in [20], though not yet used in the current experiment.
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From May 1, 2004, Prague will become one of Central-European
metropolies of the EU. Do you think that this fact will improve the
availability of jobs for you or for your relatives?

PRAGUE

Metropoly

City

Capital_city

Location

CENTRAL_EUROPE

Aspect_of_life

Job_availability
Region

EU

Group

Family

GOOD_JOB_
_AVAILABILITY

POOR_JOB_
_AVAILABILITY

Fig. 2. Question no.3 and fragments of ontology used for its mapping

large data tables relies on optimised database-oriented algorithms, which could
hardly accommodate the heterogeneity of ontological information. There is how-
ever room for ontologies in the process of designing the sessions, due to the
sophisticated language for 4ft-Miner task design (cf. section 3).

In the cardiovascular risk application, we used the mapping on ontology con-
cepts from the previous phase so as to identify attributes that should be se-
mantically grouped into partial cedents. We created partial cedents covering the
attributes mapped on the five upmost classes. Although we carried out this part
of the task manually, it could easily be automated.

At a higher level of abstraction, we can also operate on different task settings.
A very general mining task setting can be decomposed into more specific tasks,
which can be run faster, their results will be conceptually more homogeneous,
and thus can be interpreted more easily (see below). An example of task de-
composition for associations between patient activities and diseases/syndromes
is at Fig. 3 (only a few among sub-tasks are included, for illustration). The
base task (left branch) might lead to a high number of hypotheses that would
be hard to interpret. We can thus e.g. separately refine the antecedent (middle
branch) or succedent (right branch) of the base task to obtain more concise and
homogeneous results per session.

In the social climate application, the ontology was not used in the task design
phase. The reason was that the experiments were not guided by the interest of
domain experts as in the cardiovascular risk application. So as to allow for the
widest possible scope of candidate hypothesis, we thus kept the task definition
maximally general: any of 96 attributes (corresponding to ‘signs’ from the ques-
tionnaire) was allowed in antecedent as well as in succedent. As we wanted to
start with (structurally) simplest hypotheses, we set the length of antecedent as
well as of succedent to 1, and the cardinality of coefficient also to 1 (i.e., choice of
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Activity  ~ * Diseases or Syndrome (DS)

4ft-quantifier

Base task Antecedent   ~* DS Activity ~* Succedent

Physical activity
~* DS

Individual behavior
~* DS

Smoking ~* DS

etc.

Activity ~*
Cardiovascular

diseases

Activity ~*
Nutritional and

metabolic diseases

Activity ~*
Hypertension

etc.

Fig. 3. Decomposition of 4ft tasks with respect to ontology

single category). As quantifier we used the above-average dependence explained
in section 3. The run-times were typically lower than a second.

6 Result Interpretation

Given the data-to-ontology mapping, concrete associations discovered with the
help of 4ft-Miner can be matched to corresponding semantic relations or their
more complex chains from the ontology, see Fig. 4. The semantic relation repre-
sents a potential context (e.g. explanation) for the discovered association.

In the cardiovascular risk application, each mining task already corresponded
to a meaningful ‘framing’ question, such as “Searching for relationships between

Entity
A

Entity
B

Semantic relation

Data
attribute

X

Data
attribute

Y

Empirical
relationship

Fig. 4. Semantic relation as context to empirical relationship between attributes
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Table 1. Four-fold table for a ‘confirmation’ association

Succedent NOT Succedent
Antecedent 10 22 32
NOT Antecedent 66 291 357

76 313 389

Activity of the patient and Diseases/Syndromes”. Concrete associations discov-
ered with the help of 4ft-Miner could then be compared with the instance layer
of the ontology; in our case, with the qualitative rules. The relationship of an
association with prior knowledge is typically one of the following:

– Confirmation of prior knowledge, without additional information
– New knowledge compatible with prior knowledge
– Exception to or conflict with prior knowledge.

Let us show two examples, with their four-fold tables:

– The discovered association “Patients who are not physically active within
the job nor after the job (Antecedent) will more often have higher blood
pressure (Succedent)” was derivable from the field knowledge (qualitative
rule) “Patients who are physically active after the job will more often have
lower blood pressure” (Table 1).

– The discovered association “94% of patients smoking 5 or more cigarettes a
day for more than 21 years (Antecedent) have neither myocardial infarction
nor ictus nor diabetes (Succedent)” was in conflict with prior knowledge
“Increase of smoking leads to increase of cardio-vascular diseases” (Table 2).

The examples are merely illustrative. In order to draw medically valid con-
clusions from them, we would at least need to examine the statistical validity of
the hypotheses in question. As the STULONG dataset is relatively small, few
such hypotheses actually pass conventional statistical tests.

In the social climate application, associations are potentially even harder to
interpret than in the medical domain, as the attributes correspond to somewhat
ad hoc statements rather than to established quantities, measurements and cri-
teria. Furthermore, we did not have concrete field knowledge at our disposal.
We thus used the ontology itself—not to directly compare it with the hypothe-
ses but to retrieve entity (concept-relation) chains that could serve as templates

Table 2. Four-fold table for a ‘conflicting’ association

Succedent NOT Succedent
Antecedent 216 14 230
NOT Antecedent 145 14 159

361 28 389
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for candidate explanations of the hypotheses. Again, we did not have an appro-
priate software support for extracting entity chains (i.e. explanation templates)
from the ontology, and only examined it via manual browsing. As a side-effect
of chain extraction, we also identified missing (though obvious) links among the
classes, which could be added to the ontology, and also some modelling errors,
especially, domain/range constraints at an inappropriate level of generality.

We divided the strong hypotheses resulting from 4ft-Miner runs into four
groups, with respect to their amenability to ontology-based explanation:

1. Strict dependencies, e.g. the association between answers to the questions
“Do you use a public means of transport?” and “Which public means of
transport do you use?”. Such results are of no interest in KDD and could of
course be eliminated with more careful task design.

2. Relationships amounting to obvious causalities, for example, the association
between “Are you satisfied with the location where you live?” and “Do you
intend to move?” Such relationships (in particular, their strengh) might be
of some interest for KDD in general; however, there is no room for ontology-
based explanation, since both the antecedent and succedent are mapped
on the same or directly connected ontology concepts (Location, livesIn,
movesFrom etc.).

3. Relationships between signs that have the character of respondent’s agree-
ment with relatively vague propositions, for example “Our society changes
too fast for a man to follow.” and “Nobody knows what direction the society
is taking.” We could think of some complex ontology relationships, however,
by Occam’s razor, it is natural just to assume that the explanation link be-
tween the antecedent and succedent goes through the categorisation of the
respondent as conservative/progressist or the like.

4. Relationships between signs corresponding to concrete and relatively seman-
tically distant questions (in fact, those appearing in different thematic groups
in the questionnaire). This might be e.g. the question “Do you expect that
the standard of living of most people in the country will grow?”, with an-
swer ‘certainly not’, and the question “Which among the parties represented
in the city council has a programme that is most beneficial for Prague?”
with ‘KSČM’ (the Czech Communist Party) as answer. Such cross-group
hypotheses are often amenable to ontology-based explanation.

The last hypothesis mentioned, formally written as Z05(4) ∼+
0.22,64 Z18(3),

can be visualised in 4ft-Miner by means of four-fold contingency table, as shown
at Fig. 5, and also graphically (see [26]). The contingency table (followed with
a long list of computed characteristics) shows that:

– 64 people disagree that the standard of living would grow AND prefer KSČM
– 224 people disagree that the standard of living would grow AND DO NOT

prefer KSČM
– 171 people DO NOT disagree10 that the standard of living would grow AND

prefer KSČM
10 More precisely, their answer to the question above was not ‘certainly not’; it was one

of ‘certainly yes’, ‘probably yes’, ‘probably no’.
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– 2213 people DO NOT disagree that the standard of living would grow AND
DO NOT prefer KSČM.

We can see that among the people who disagree that the standard of living
would grow, there is a ‘substantially’ higher number of people who also prefer
KSČM than in the whole data sample, and vice versa11. The whole effort of
formulating hypotheses about the reason for this association is however on the
shoulders of the human expert.

Fig. 5. Textual view of a 4ft-Miner hypothesis

In order to identify potential explanation templates, we took advantage of
the mapping created prior to the knowledge discovery phase, see section 4. The
negative answer to the question about standard of living was mapped to the
individual BAD LIVING STANDARD (instance of Social phenomenon), and the re-
spective answer to the question about political parties was mapped to the class
Political party, to its instance KSCM, to the class Party programme and to
the class City council. Table 3 lists some among the possible templates, first
ordered by the decreasing number of involved entities on which the hypothe-
sis is mapped and then by the decreasing number of all involved entities. The
templates do not contain intermediate classes from the hierarchy (which are not
even counted for the ordering). Relations are only considered as linked to the
class for which they are directly defined as domain/range, i.e. not to the class
11 This is the principle of the above-average quantifier, which is symmetrical.
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Table 3. Explanation templates for ‘standard of living’ vs. ‘KSČM’ association

Template Mapped All
KSCM ∈ Political party hasPartyProgramme
Party programme � Plan of action hasObjective
Social phenomenon � BAD LIVING STANDARD

4 6

KSCM ∈ Political party isRepresentedIn
Administrative body  City council carriesOutAction
Economic action hasImpactOn Social phenomenon �
BAD LIVING STANDARD

4 7

KSCM ∈ Political party hasPartyProgramme
Party programme � Plan of action envisagesAction
Action  Economic action hasImpactOn Social phenomenon
� BAD LIVING STANDARD

4 8

KSCM ∈ Group informsAbout Social phenomenon �
BAD LIVING STANDARD

2 3

KSCM ∈ Group carriesOut Action 
Economic action hasImpactOn Social phenomenon �
BAD LIVING STANDARD

2 6

KSCM ∈ Group participatesIn Event 
Economic action hasImpactOn Social phenomenon �
BAD LIVING STANDARD

2 6

KSCM ∈ Group supports Action 
Economic action hasImpactOn Social phenomenon �
BAD LIVING STANDARD

2 6

KSCM ∈ Group fightsAgainst Group carriesOutAction
Action  Economic action hasImpactOn Social phenomenon
� BAD LIVING STANDARD

2 7

that inherits them. The symbols �, � stand for subclass/superclass relationship
and ∈, � for instance-to-class membership12.

We can see that the ‘most preferable’ template suggests that the KSČM party
may have some programme that may have as objective to reach the phenomenon
of BAD LIVING STANDARD. The second looks a bit more adequate: the KSČM
party is represented in the city council that can carry out an economic action
that may have some impact on the phenomenon of BAD LIVING STANDARD. The
third is almost identical to the first one. The fourth (and simplest) might ac-
tually be most plausible: the KSČM party informs about the phenomenon of
BAD LIVING STANDARD. Let us finally mention the fifth template, which builds
on an incorrect ‘inference’ (caused by imprecise modelling): the party is as-
sumed to carry out an economic action, which it (directly) can’t. The relation
was defined with Group and Action as subsets of its domain and range, re-
spectively. However, the combination of Political party (subclass of Group)

12 Note that the description-logic-like notation is only used for brevity; a more user-
oriented (e.g. graphical) representation would probably be needed to provide support
for a domain expert not familiar with knowledge representation conventions.
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and Economic action (subclass of Action) is illegal and should have been ruled
out by an axiom such as Political party � (ALL carriesOutAction (NOT
Economic action)).

7 Result Deployment over Semantic Web

The role of ontology in the deployment phase is most crucial if the mining
results are to be supplied to a wider (possibly unrestricted) range of consumer
applications. A promising approach would be to incorporate the mining results
into semantic web documents. The most straightforward way to do so is to take
advantage of analytic reports (ARs): textual documents presenting the results
of KDD process in a condensed form. ARs are produced by humans, although
the use of natural language generation was also studied [24]. Prior to entering
the reports, the sets of discovered hypotheses, understood as formulae in the so-
called observational calculus, can be transformed using formal deduction rules
[21,22] into ‘canonical form’ (which is, among other, free of redundancies). In the
cardiovascular risk application, a collection of ARs has been created by junior
researchers based upon results of selected 4ft-Miner tasks on STULONG data.
Similarly, in the social climate application, an almost exhaustive collection of
(about 60) ARs have been created for different task settings (combinations of
attribute groups), by undergraduate students as part of their assignment.

In order to embed the formal representation of 4ft-Miner results themselves
into the text of the reports [16], we initially used an original XML-based lan-
guage conforming to early RuleML specifications [1]. A more up-to-date option
would be to combine such rules with an ontology (mapped on data attributes,
cf. section 4), as proposed e.g. by the Semantic Web Rule Language [15]. How-
ever, we also consider another option, which would go in the spirit of ontology
learning [8,17]: to use association rule mining to learn (skeletons of) OWL on-
tologies from data. The knowledge contained in the analytic reports would then
be represented as ontology axioms rather than as rules, which would enable us
to exploit description logic reasoners to formally compare the sets of results.

The decision whether to replace rules with OWL axioms in modelling logical
implications would probably be based on two aspects: (1) the number of vari-
ables in the rule: if there is only one variable then the expression can usually be
expressed in OWL as concept subsumption; (2) the nature of the implication: if
it has ‘conceptual’ nature then it should be modelled in OWL if possible, while
if it is ‘ad hoc’ (say, purely empirical) then rules might be a better choice. The
first aspect makes OWL a preferable choice for our case, providing the associa-
tion mining is carried out on a single data table. Then the resulting taxonomy
is subordinated to a single ontology node, such as Patient (in the cardiovas-
cular risk application) or Citizen of Prague (in the social climate application).
The initial domain ontology then can be used to ‘unfold’ some concepts in the
taxonomy into restrictions over object properties. For example, from the as-
sociations discovered in the sociological domain, we can construct taxonomy
path such as Citizen of Prague � KSČM supporter � Inhabitant of District 14
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� Citizen wishing to move to District 15. We can then unfold the concept of
ODS supporter to a ‘to-value’ restriction Inhabitant of District 14 � (supports
∈ KSČM). In order to preserve the information content of the original hierarchy,
unfolding should not be carried out for both the parent and child concept, i.e.,
at most every other concept along the path can be left out.

As the associations are equipped with confidence factors, we should consider
some formalism for modelling impreciseness, such as fuzzy versions of OWL.

8 Envisaged Tool Support

For the modelling (i.e. mining) phase of experiments, the version of 4FT-Miner
(cf. section 3) implemented in the LISp-Miner tool was used. LISp-Miner13 is a
robust and scalable system, which also includes five other mining procedures in
addition to 4ft-Miner. However, since 2002 there has been a new system under
development named Ferda14. The authors of Ferda aimed to create an open user-
friendly system, based on the long-term experience of LISp-Miner, but relying
on principles of visual programming. For example, Fig. 6 shows the Ferda vi-
sual environment with the setting of a task examining the validity of qualitative
rule “increase of cholesterol leads to increase of triglycerides level” mentioned
in Section 2.1. Another important feature of Ferda is its extensibility. The user
can easily add a new module to the system, which can communicate with other
modules via predefined interfaces. [14] describes Ferda in more detail. Because
of the extensibility and available implementation of GUHA procedures in Ferda,
it is highly preferable to implement new tools connecting ontologies and associ-
ation mining in this system. Currently, it is possible in Ferda to construct and
validate qualitative rules against hypotheses generated by data mining runs. Fur-
thermore, proposals for modules exploiting ontologies for task setup (automatic
identification of redundant attributes, automatic categorisation of attributes,
and even for automated setup of the whole task) have been formulated in [20].

9 Related Work

Although domain ontologies are a popular instrument in many diverse applica-
tions incl. e.g. text minig, they only scarcely appeared in ‘tabular’ KDD until very
recently. A notable exception was the work by Philips & Buchanan [19], where
‘common-sense’ ontologies of time and processes were exploited to derive con-
straints on attributes, which were in turn used to construct new attributes; this is
somewhat analogous (though not identical) to the detection of missing attributes
mentioned in section 4. Although not explicitly talking about ontologies, the work
by Clark & Matwin [10] is also relevant; they used qualitative models as bias for
inductive learning (i.e. in the sense of our section 5). Finally, Thomas et al. [27]

13 http://lispminer.vse.cz
14 Ferda can be downloaded at http://ferda.sourceforge.net
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Fig. 6. The Ferda environment

and van Dompseler & van Someren [28] used problem-solving method descrip-
tions (a kind of ‘method ontologies’) for the same purpose. There have also
been several efforts to employ taxonomies over domains of individual attributes
[3,4,18,25] to guide inductive learning. A recent contribution that goes in similar
direction with our work on hypothesis interpretation but is more restricted in
scope is that of Domingues&Rezende [11], which uses ontologies (namely, tax-
onomies) to post-process the results of association mining via generalisation and
pruning. Finally, a specific stream of research is represented by bioinformatics
applications that exploit (usually, shallow) ontologies in mining gene data, see
e.g. [6,7].

10 Conclusions and Future Work

We presented a pilot study on using ontologies to enhance the knowledge dis-
covery process; the study was carried along most phases of the process (data
understanding, task design, result interpretation, deployment) and targeted into
two applications: cardiovascular risk and social climate. The KDD task examined
is association mining. For some of the ontology-related tasks, existing software
(such as the Ferda tool) can be used or adapted.
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The study discovered a large and heterogeneous collection of entry points
for ontologies in the KDD process. Some of them can be exploited straightfor-
wardly while other have numerous pre-requisites; some are almost guaranteed
to improve the process while for others the effects are unsure to unweigh the
costs. In the future, we need to invest more theoretical as well as engineering
effort in particular to data-ontology mapping and subsequent matching among
discovered hypotheses and ontology chains. This task has no software support at
the moment; the added value of ontologies is potentially very high here, while
the assumptions taken in this study are a bit strong and may not hold in other
settings. In a longer run, it would also be desirable to extend the scope of the
project towards discovered hypotheses with more complex structure, e.g. with
longer antecedents/succedents, with additional condition, or even to hypotheses
discovered by means of a different procedure than 4ft-Miner.
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Abstract. Web Usage Mining (WUM) is the application of data mining tech-
niques over web server logs in order to extract navigation usage patterns. Identi-
fying the relevant and interesting patterns, and to understand what knowledge 
they represent in the domain is the goal of the Pattern Analysis phase, one of 
the phases of the WUM process. Pattern analysis is a critical phase in WUM 
due to two main reasons: a) mining algorithms yield a huge number of patterns; 
b) there is a significant semantic gap between URLs and events performed by 
users. In this paper, we discuss an ontology-based approach to support the 
analysis of sequential navigation patterns, discussing the main features of the 
O3R (Ontology-based Rules Retrieval and Rummaging) prototype. O3R  
functionality is targeted at supporting the comprehension of patterns through  
interactive pattern rummaging, as well as on the identification of potentially in-
teresting ones. All functionality is based on the availability of the domain on-
tology, which dynamically provides meaning to URLs. The paper provides an 
overall view of O3R, details the rummaging functionality, and discusses pre-
liminary results on the use of O3R.  

1   Introduction 

Web Mining aims at discovering insights about Web resources and their usage [1,2]. 
Web Usage Mining (WUM) is the application of data mining techniques to extract 
navigation usage patterns from records of page requests made by visitors of a Web 
site. Access patterns mined from Web logs may reveal useful knowledge, which can 
help improving the design of Web sites, analyzing users’ reaction and motivation, 
building adaptive Web sites, improving site content, among others.   

The WUM process includes the execution of specific phases [1], namely data pre-
processing (used to select, clean and prepare log raw data), pattern discovery (applica-
tion of data mining algorithms) and pattern analysis (evaluation of yielded patterns to 
seek for unknown and useful knowledge).  

Pattern analysis remains a key issue in WUM area. The comprehension of mined 
data is difficult due to the primarily syntactic nature of web data. Pattern interpreta-
tion in WUM has mostly to deal with the semantic gap between URLs and events 
performed by users, in order to understand what usage patterns reveal in terms of site 
events [3]. To reduce this gap, knowledge is typically aggregated to raw data during 
data enrichment activities in the pre-processing phase (e.g. [4, 5]). Recent approaches 
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(e.g. [3, 6,7]) investigate the contributions to WUM of domain ontologies, possibly 
available in the Semantic Web. Semantic Web Mining [3] is one of the trends in this 
direction. 

Another issue is that mining techniques such as association and sequence yield a 
huge number of patterns, where most of them are useless, uncompressible or uninter-
esting to users [8]. Pattern analysts have difficulty on identifying the ones that are 
new and interesting for the application domain. Pattern retrieval deals with the diffi-
culties involved in managing a huge set of patterns, to allow setting focus on a subset 
of them for further analysis.  

This paper discusses the use of a domain ontology, possibly available at the Se-
mantic Web, to support the analysis of sequential navigation patterns. The approach is 
based on the availability of the domain ontology, and the mapping of site URLs to 
ontology concepts. Pattern interpretation is performed by interactively rummaging 
conceptual views of mined patterns, according to different dimensions of interest (i.e. 
service and/or content) and abstraction levels. The domain ontology is explored to 
provide meaning to URLs dynamically, during the analysis phase. This contrasts with 
classical approaches, in which semantic enrichment is performed statically in the pre-
processing phase, limiting the possibilities of analyses over the mined patterns. Pat-
tern retrieval is addressed by filtering and clustering mechanisms, which are also 
based on the ontology. A preliminary version of these ideas was presented in [9].  

The approach has been implemented in a prototype, called O3R (Ontology-based 
Rules Retrieval and Rummaging). This papers presents an overview of O3R, focusing 
on the rummaging functionality. Details on the filtering functionality are provided in 
[10]. The paper also presents preliminary results of O3R evaluation. 

The remainder of this paper is structured as follows. Section 2 summarizes related 
work. Section 3 provides an overview of O3R, and discusses the underlying ontology 
and pattern representations. Section 3 details the rummaging functionality, which 
aims at supporting pattern interpretation. Filtering and Clustering functionalities, 
which are targeted at pattern retrieval, are described in sections 5 and 6, respectively.  
Section 7 reports preliminary experiences on the use of O3R in the domain of web-
based learning environments. Conclusions and future work are addressed in Section 8.  

2   Related Work 

Several works address issues related to pattern analysis, which can be divided into syn-
tactical and semantic approaches. Syntactical approaches, such as [2, 8], rely on prior 
beliefs, which express domain knowledge. Mining results that either support or contra-
dict these beliefs are considered (un)interesting. In [11], a domain taxonomy is used to 
express pattern templates, in order to identify and analyze patterns (i.e. association 
rules) with specific properties. MINT [4] is a sequential mining language that allows the 
identification of navigation patterns according to structural, conceptual and statistical 
constraints that are specified in a mining query. Conceptual properties refer to metadata 
that was associated to URL statically, during pre-processing phase. The effectiveness of 
these approaches is related to the ability of previously expressing what is expected to be 
(un)interesting (i.e. belief, template, query) for a specific domain. Therefore, in practice, 
they are more useful for pattern retrieving than for interpretation. 
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Semantic approaches are targeted at providing meaning for mined patterns with re-
gard to the domain. WUM patterns are often represented as a set of URLs. This type 
of pattern is hard to interpret because a URL does not necessarily express intuitive 
knowledge about an event in the site. Thus, in the WUM context, patterns analysis 
deals with the semantic gap between URLs and events on the domain, i.e. contents 
and services available at the site. Application events are defined according to the 
application domain, a non-trivial task that amounts to a detailed formalization of the 
site’s business model, i.e. description of user behavior, interests and intentions.  

Integrating domain knowledge into the WUM environment is essential for making 
pattern interpretation easier, and even to obtain better results in mining. Typically, 
knowledge is aggregated to raw data statically, as a result of data enrichment activi-
ties in the pre-processing phase. Berendt and Spiliopoulou [4] employ domain tax-
onomies for pre-processing log data, such that this knowledge is can be exploited by 
conceptual constraints in MINT mining queries. The usefulness of ontologies, in op-
position to taxonomies, which are restricted to is-a relationships, has been addressed 
by more recent works. This trend is encouraged by advances on the Semantic Web 
[3]. Dai et al. [7] use the semantics about page content or structure in clustering, in 
order to discover domain level web usage profiles to be used in Web personalization. 
Again, this semantics is aggregated to raw data during pre-processing phase, and in 
addition, is restricted to contents and topology. Oberle et al. [6] propose a semantic 
log definition, where users’ requests are described in semantic terms. Using ontology 
concepts, the multitude of user interests expressed by a visit to one page can be cap-
tured, in a process referred to as conceptual user tracking.  

3   O3R: An Ontology-Based Approach for Pattern Analysis 

The goal of the pattern analysis phase is to identify interesting patterns among the 
ones yielded by mining algorithms. The main issues one has to deal in this phase are: 
a) the volume of patterns yielded by some mining algorithms (e.g.  association, se-
quence) can easily exceed the analysis capabilities of a human user; b) the output of 
Web mining algorithms is not suitable for human interpretation, unless proper data 
enrichment takes place, and c) the search for interesting patterns in WUM is mostly 
exploratory, in opposition to hypothesis verification. 

Ontology-based Rules Retrieval and Rummaging (O3R) is an environment targeted 
at supporting the retrieval and interpretation of sequential navigation patterns. The 
striking feature of O3R is that all functionality is based on the availability of the  
domain ontology, composed of concepts describing domain events in different ab-
straction levels, into which URLs are mapped. This feature allows the retrieval and 
interpretation of conceptual patterns, i.e. patterns formed of concepts, in opposition to 
physical patterns, composed of URLs. All O3R functionality is based on direct ma-
nipulation of visual representations of conceptual patterns and ontology, thus enabling 
a pro-active involvement of domain users with minimal training and limited technical 
skills.  Since the ontology makes the domain knowledge explicit, users are expected to 
be merely familiar to the domain. Users can explore the ontology to learn about the 
domain, and interpret and retrieve patterns more easily, based domain characteristics.  
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Pattern interpretation is addressed in O3R by pattern rummaging, which allows us-
ers to interactively explore pattern semantics, according to distinct abstraction levels 
and dimensions of interest. This approach enables to overcome the limitations of 
static semantic enrichment.  

Retrieval functionality is targeted at managing a large volume of rules, as typically 
produced by sequential or association mining algorithms [11,12]. The basic idea is to 
reduce the search space for inspecting the meaning of the rules in the domain, by 
finding sets of related rules. Two approaches are provided by O3R: clustering and 
filtering. Clustering groups a set of related rules, according to a given similarity crite-
rion, such that the analyst can deal with a smaller set of rules at a time. Filtering al-
lows selecting rules that have specific properties. Once potentially interesting rules 
have been identified through one of these two retrieval mechanisms, the analyst can 
explore their meaning dynamically, using rummaging operations.  

Current implementation of O3R is limited to sequential patterns extracted accord-
ing to the sequential algorithm described in [13]. Navigation patterns input to O3R are 
extracted from a dataset resulting from a typical pre-processing phase [1], and no 
particular data enrichment is assumed.  

3.1   Domain Events Representation 

Events in a web site are roughly categorized as service (e.g. search) and content (e.g. 
hotel) [3]. O3R assumes the representation of domain events in two levels: conceptual 
and physical. Physically, events are represented by URLs. The conceptual level is 
represented by the domain ontology, which is used to dynamically associate meaning 
to web pages and user actions over pages.   

Fig.1(a) depicts the ontology structure using a UML class diagram. The ontology is 
composed of concepts, representing either a content of a web page, or a service avail-
able through a page. Concepts are related to each other through hierarchical or prop-
erty relationships. A hierarchical relationship connects a descendant concept to an 
ascendant one. Two types of hierarchical relationships are considered: generalization, 
in which the generalized concept is ascendant of a specialized one; and aggregation, 
in which the ascendant represents the whole assembly and the descendent represents 
one of its parts. Every concept has at most one ascendant. Property relationships rep-
resent arbitrary associations that connect a subject to an object.  
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Fig. 1. Ontology structure and URL mapping 
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URLs are mapped into ontology concepts according to two dimensions: service 
and content. An URL can be mapped into one service, one content or both. When a 
URL is mapped into both a service and a content, it means that the URL provides a 
service that is closely related to some content. In that case, the mapping also defines 
the predominant dimension. A same ontology concept can be used in the mapping of 
various URLs. The above constraints are represented in Fig.1(b). 

Fig.2 illustrates this ontology structure by describing the semantics of a web-based 
learning site. This site offers services and contents that support students learning. 
Services include chat, email, student’s assessment, assignment submission, etc. Con-
tent is related to the material available in the site, or the subject related to some ser-
vices (e.g. a forum has emails about “distance education”). 

URL1 URL2 URL3

Legend:
property relationgeneralizationaggregation

Physical Level 

concept

Conceptual Level

predominant mapping

Service

Communication

ChatForumEmail

Submission

Submission-
Tutorial

Content

Students-List

Activity-List

Course

specify the service of

Email-resource

Tutorial

secondary mapping  
 

Fig. 2. Ontology and mapping examples 

Fig.2 also illustrates how URLS are mapped into ontology concepts. URL1 was 
mapped to the service concept Forum; URL2 was mapped to both service Submission-
Tutorial and content Submission concepts, where the service dimension was defined 
as the predominant mapping; URL3 was mapped to the content Student-list. 

This work does not address issues related to ontology acquisition and validation, 
nor mapping of the physical level into the conceptual one. We assume a domain ex-
pert is responsible for the acquisition and representation of the domain ontology, as 
well as for the mapping of the physical events into the corresponding conceptual ones, 
using manual or semi-automatic approaches, such as [6, 14]. The task of mapping 
URLs into ontology concepts can be laborious, but it pays off by greatly simplifying 
the interpretation activity, as described in the remaining of this paper. The future 
semantic web will contribute in reducing this effort [3].  

3.2   Physical and Conceptual Patterns 

The input of O3R is a set of physical patterns, i.e. sequences of URLS. Then, O3R 
uses the mapping between the physical and conceptual event representations to  
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present these patterns as a sequence of the corresponding concepts, i.e. the conceptual 
patterns. Users manipulate conceptual patterns using the provided functionality. For 
their analyses, users always have to establish a dimension of interest, which can be 
content, service or content/service. Considering the ontology of Fig.2, the physical 
pattern URL1  URL2 corresponds to the conceptual pattern Forum  Submission 
according to the both service dimension and content/service dimension (where the 
predominant dimension is used). The pattern URL2  URL3, according to content 
dimension, corresponds to Submission-Tutorial  Student-List, and to Submission  
Student-List according to the content/service dimension. By exploring the hierarchical 
relationships of the ontology, conceptual patterns at different abstraction levels can be 
related to a same physical pattern, as discussed in the next sections. 

4   Pattern Rummaging 

O3R supports interpretation activities through concept-oriented interactive pattern 
rummaging. It manipulates the ontology to: a) represent patterns in a more intuitive 
form, thus reducing the gap between URLs and site events; b) allow pattern interpre-
tation according to different dimensions of interest and abstraction levels; c) establish 
different relationships between patterns. Knowledge is integrated to physical patterns 
dynamically, on demand, according to user’s analysis interest. Fig.3(a) displays the 
rummaging area of O3R. Rummaging functionality is composed by the following 
features: a) graphical pattern representation; b) dimension of interest; c) detailing 
operations; d) generalized and specific patterns. These are discussed in the remaining 
of this section. 

c

b

a

 

Fig. 3. Clustering and rummaging interface 
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Fig. 4. Dimensions of interest 

To rummage around a pattern the user has to choose a pattern and a dimension of 
interest. The user can select a pattern either from the Clustering area (Fig.3(b)), the 
Contained Patterns pop-up window (Fig.3(c)), or from the Filtering area. Filtering and 
clustering are discussed in sections 5 and 6, respectively. In the example of Fig.3, the 
user has selected the conceptual pattern Access.course  Activity-list  Chat from 
the Contained Patterns window, and the service/content dimension of interest.  

By selecting a different dimension of interest, the user can dynamically interpret the 
same pattern differently. Consider for instance the ontology displayed in Fig.4, and  
the events mapping depicted. The pattern of Fig.1(a) would be displayed as in Fig.4(a) if 
the selected dimension of interest were content only, or as Fig.4(b), for service only. 

Detailing operations allow enriching the pattern graphical representation with re-
lated concepts and respective relationships, in order to better understand pattern mean-
ing. Hierarchical detailing operations dynamically include in (or remove from) the 
graphical representation the ascendant concept and the respective hierarchical rela-
tionship. In the example of Fig.5, using hierarchical detailing operations the user be-
comes aware that Chat is-a Communication tool, which is turn is-a Service. Likewise, 
he discovers that Activity-List is part-of Course, which in turn is part-of the Content 
provided by the site. Hierarchical detailing operations are triggered by clicking on the 
little up/down arrows displayed together with each concept.  

The property detailing operation enables the user to interpret the pattern with the 
use of property relationships of the ontology, which represent arbitrary associations 
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that connect a subject to an object. This information is displayed in a separate win-
dow, in order to not jeopardize the graphical representation. In the example of Fig.5, 
the user discovers that Chat is about How to submit a file. Property detailing operation 
is triggered using a pop-up menu. Visually, a small cross bellow the concept indicates 
it is related by a property relationship. 

 

Fig. 5. Applying hierarchical and property detailing operations to a conceptual pattern 

Generalized patterns are based on drill-up and drill-down operations, in an analogy 
to OLAP. Drill operations are a means to establish relationships among patterns in 
different abstraction levels dynamically. Roll-up is used to obtain a generalized pat-
tern, whereas drill-down finds the specific patterns related to it. These operations 
explore the hierarchical relationships, i.e. specialization and aggregation. 

To generalize a pattern, the user has to select the concept to be generalized, at any 
abstraction level, and apply the drill-up operation (double-click on the concept). For 
instance, in the example of Fig.5, the user could drill-up the concept Chat or Commu-
nication. Fig.6 illustrates a generalized pattern obtained by drilling up the pattern of 
Fig.5 (concept Chat was drilled up to Communication), with the respective support, 
which must be calculated from the original physical patterns. Generalized patterns are 
presented using different colors on the concepts to which drill-up operations were 
applied. Fig.6 also presents a window displaying the specific patterns found using 
drill-down, which is triggered by clicking in the diamond displayed together with the 
generalized concept. This approach for obtaining generalized patterns can be con-
trasted with the generation of generalized rules during the mining phase, as for exam-
ple in [13], which results in the generation of a huge set of unrelated rules. In our 
approach, generalized rules are created on-demand, and it is always possible to relate 
generalized and specific rules.  

 

Fig. 6. Generalized and specific conceptual patterns 
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5   Pattern Filtering 

Filtering is a useful mechanism for managing large volumes of rules. The main fea-
tures of the filtering functionality are summarized in this section, and further details 
can be found in [10]. The filtering interface is presented in Fig.7. 

b

a

c

 

Fig. 7. Filtering Interface 

In O3R, users have the support of the ontology understand the domain, and estab-
lish event-based filters that reflect potentially (un)interesting patterns. The ontology is 
presented in the leftmost window (Fig.7(a)), displaying concepts and their relation-
ships. Filters are very expressive, allowing the definition of conceptual, structural and 
statistical constraints. Conceptual constraints are represented by ontology concepts, 
and define the interest on patterns involving specific domain events, at any abstraction 
level. Structural constraints establish an order among events (e.g. start with). Statisti-
cal constraints define the minimum support of sequential rules. Filters are defined 
visually by direct manipulation of domain concepts and structural operators 
(Fig.7(b)). The filter in Fig.7 defines rules involving any event of category Course, 
(immediately or not) followed by Chat event, with at least 5% of support. 

A filtering engine examines each conceptual pattern, verifying whether it meets the 
statistical, conceptual and structural constraints of the filter. Two filtering engines are 
provided, referred to as equivalence filtering and similarity filtering. They differ on 
how they select rules that meet conceptual constraints. Equivalence filtering selects 
rules that include concepts that explicitly appear in the filter, or its descendents (i.e. 
more specialized concepts). Considering the example of Fig.7, all filtered patterns 
(Fig.7(c)) include concepts Chat and hierarchical descendents of Course (Activity-list, 
Student-list). On the other hand, similarity filtering considers also siblings of specified 
concepts, according similarity parameters specified by the user. The adopted similar-
ity function is shown in Formula 1, where c1 e c2 are concepts, LCA is the Lowest 
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Common Ancestor of c1 and c2, and depth is the distance of a concept from the root 
of the hierarchy. The result of the similarity function is a number that ranges from 0 to 
1, where Sim(c1, c2) = 1 iff c1 = c2. It is an adaptation of the similarity function pro-
posed in [15]. Fig.8 displays an example. Unlike the filtered patterns of Fig.7(c), the 
filtered patterns of Fig. 8 include Forum and Email concepts, which are considered 
similar to Chat due to the common ancestor Communication. Patterns are displayed 
together with their respective similarity. 

  

 

Fig. 8. Similarity filtering 

6   Pattern Clustering 

Clustering also is targeted at managing large amounts of rules, because it groups re-
lated rules in different sets, allowing the analyst to set focus for further inspection on 
a set of similar rules (or conversely, to disregard the whole set). Current implementa-
tion of O3R uses the maximal sequence rule [13] as clustering criterion. This criterion 
considers that each maximal sequence rule defines a cluster. Then, the maximal  
sequence rule and all corresponding subsequence rules are considered similar and 
included in the same cluster. Clustering functionality is presented in the interface 
together with the rummaging area (Fig.3). In the upper window (Fig.3(b)), all existing 
groups are displayed, where the group is represented by the maximal rule. By select-
ing a group, the analyst can inspect the rules it contains (Fig.3(c)) in the Contained 
Patterns window. 

It should be stressed that other criteria are possible, and this is one of the items the 
user can configure in O3R (Definitions tab). For instance, the similarity measures 
proposed originally for session clustering (e.g. [16, 17]) could be adapted for this 
purpose. 

7   Preliminary Experiences: Discovering Interesting Web Usage 
Patterns in a Web-Based Learning Site 

O3R is currently under evaluation using a web-based site in the distance education 
domain. This website refers to a real course offered by PUCRS-Virtual, the distance 

Sim(c1 , c2) = 2*depth (LCA(c1, c2)) 

depth (c1) + depth (c2) 
(1) 
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education department of our university. PUCRS-Virtual uses WebCT1  to design and 
manage learning site. It provides tools for content propagation (e.g. texts, videos), 
synchronous and asynchronous communication (e.g. chat, email, forum), assignment 
submission, performance evaluation (e.g. quiz), among others. Our experiences refer 
to the analysis of navigation and learning behavior related to an intensive extracur-
ricular course with 15 students, as represented by a web server log containing 15,953. 
Considering this course, two studies are used to highlight the contributions of O3R. 

The first study describes the motivating scenario for O3R, which was a WUM pro-
ject developed for nearly 18 months with the goal of understanding the role of WUM 
for discovering students’ behavior. We describe the challenges faced in pattern analy-
sis during this project, and how O3R addresses these challenges. We then establish a 
naïve comparison based on the opinion of the domain expert who took part in the 
original project. The second case study is less subjective, and was performed with the 
aid of students. We developed questions about the structure, content or problems of 
the site, and assessed whether O3R was helpful is providing correct answers. 

7.1   Study 1: A Naïve Comparison with an Ad Hoc Approach 

The motivating problem. In 2002-2003, we developed a project with the support of 
PUCRS-Virtual in order to understand the role of WUM for discovering students’ 
behavior with regard to learning process and site usage. For this purpose, we 
developed a framework for analyzing page accesses in terms of the learning processes 
that motivate them [18]. The framework helped us to understand the mapping of the 
learning environment into the technological infrastructure, the specifics of the course 
at hand and its site, as well as WebCT functionality. Emphasis was settled on how the 
learning resources were distributed and accessed in the site. To deal with the semantic 
gap, we mapped all URLs to conceptual events. Such a mapping was developed 
manually. It was based on the analysis of the contents and structure of this site, 
additional material about the site and PUCRS Virtual pedagogic plan, as well as 
interviews with a domain expert. Several data mining techniques were applied during 
the project with the support of many tools, IBM Intelligent Miner (IM)2 among them. 
This project gave us opportunity to deal in practice with most challenges inherent to 
pattern interpretation in WUM: an overwhelming number of rules, and the semantic 
gap between URLs and semantic events. 

We consider in this section the case of sequential rules, which was one of the main 
interests of the domain expert.  Considering that the goal of the project was not to 
produce knowledge, we limited pattern analysis to various discussions with the do-
main expert, which involved many meetings to exchange ideas in a period of ap-
proximately 18 months.  

For this experience, we used a subset of the original log, referring to 3 days of in-
teraction (nearly 6,000 records), which was pre-processed and enriched. This period 
was chosen because we knew what students were supposed to do: to study a specific 
subject using the materials available at the site, discuss with the classmates using the 
communication tools, and submit an essay using the submission functionality. Each 

                                                           
1 www.webct.com/ 
2 www-3.ibm.com/software/data/iminer 
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run of the sequential mining algorithm produced hundreds or thousands of (redun-
dant) rules. To discuss the meaning of the rules with the expert, we decided to always 
pre-select a few dozens of rules that could be interesting. Based on her extensive 
knowledge of the course at hand and WebCT infrastructure, she would suggest possi-
ble pattern interpretations, and raise more questions, that we were suppose to answer 
in the next meeting. To produce these answers, most frequently we had to re-process 
the log to enrich it differently, and re-mine the data set. 

We soon realized that we should first show more generic patterns, because they 
were more intuitive to the expert. When an interesting rule was identified, we would 
search for more specific related patterns and deep the discussion. In time, we devel-
oped a taxonomy of concepts, which was continuously validated by the expert. Hence, 
the taxonomy was incrementally refined. We then started to use this taxonomy to 
produce generalized sequential patterns with IM. In doing so, however, we had to deal 
with even more rules. It should be pointed out that IM does not provide adequate 
support for establishing relationships between a generalized rule and the correspond-
ing specific ones.  

In conclusion, the distance education department staff became excited about the re-
sults at each interaction. However, there was no available domain expert that could 
dedicate the time required, particularly considering the huge number of patterns.  

A naïve comparison. When O3R prototype was concluded, many months later, we 
contacted the same domain expert to demonstrate O3R functionality and ask her opin-
ion about the usefulness of the proposed functionality. To collect her opinion, we 
enacted one of our meetings to evaluate rules. We adopted the taxonomy discussed 
above, and enriched it with property relationships. This ontology organizes 200 con-
cepts according to hierarchical and property relationships. We adopted exactly the 
same data set, and manually mapped all URLs to a concept of the ontology (content, 
service or both). The existing enriched datasets helped in this task. For this study, 499 
URLs were mapped to domain ontology concepts. Finally, we produced sequential 
rules with IM, which resulted into 943 patterns.  

Our demonstration session took approximately 2 hours. We operated the tool, but 
the domain expert instructed on what to do, after the possibilities were demonstrated. 
We started by showing the clusters, from which she selected one rule for rummaging. 
She explored the ontology relationships to detail the selected pattern, changed the 
dimension of interest, drilled the pattern up to generalize it, and then drilled it down to 
find related patterns, from which she selected another one for rummaging, and so 
forth. From the insight gained through rummaging, she showed interest on patterns 
with specific properties, which were filtered with the support of the ontology. She 
then selected some filtered patterns and rummaged them, leading to the definition of 
new filters, exploring all the interactiveness provided by O3R.  

After this demonstration, we interviewed her, asking her opining about the process 
employed in the former experience. She pointed out that the following issues: 

• the ad hoc process was very time consuming: she would spend a lot of time 
trying to understand what a given concept appearing in a pattern could mean, as 
well as what patterns could imply in practice about the learning site. Conse-
quently, each meeting was excessively long and tiresome;  
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• frequently questions raised by the presented patterns implied to reprocess raw 
data to enriched it differently, and re-mining it. Thus, several meetings were nec-
essary to reach a conclusion, and most questions could not be answered in the 
same meeting. 

We than asked about her opinion on the advantages of developing the same analy-
sis tasks with the support of O3R. She highlighted that: 

• it was very easy to understand the patterns visually, using different abstraction 
levels and dimension of interests. She could concentrate on the tasks of under-
standing concepts, and how they composed patterns; 

• finding interesting patterns was a consequence of pattern understanding; 
• she could explore different analysis strategies, reaching unexpected patterns by 

the use of generalized patterns and similarity filtering; 
• she could test hypothesis, which were easily represented using the ontology 
• she could more easily perceive the benefits of WUM to the site evaluation and 

monitoring. 

Finally, we presented her with a list of advantages of O3R, and asked her to sign 
the striking ones in her opinion, namely: interactiveness, intuitive pattern representa-
tion, visualization of patterns according to various perspectives, ability to establish 
various types of relationships, and support provided by domain ontology to perform 
analysis. She signed them all as major advantages of O3R. 

The results of this study are of course very limited, in that they are very subjective 
and represent the opinion of a single person. Nevertheless, it is interesting to observe 
that O3R addressed real issues, and that its benefits were concretely perceived. 

7.2   Study 2: Problem Solving Experiment 

Considering the same ontology, data set and rules used for comparison in the previous 
study, we developed a more objective study to investigate whether the use of O3R 
would enable to answer questions about a learning site. We developed 5 questions 
that could be answered by the existing navigation rules. Table 1 summarizes the na-
ture of each question, and relates the O3R functionality that was expected to be used 
to answer it. Twelve (12) subjects were asked to use O3R to answer these questions. 
Subjects were graduate students (master level) with some experience on KDD, and no 
previous contact with the learning site. As a preparation for this experiment, they 
attended a 30 minutes talk about WUM, and developed 5 training exercises using 
O3R functionality. 

Fig.9 summarizes the results of this study, which cannot be further detailed here 
due to lack of space. As it can be seen in the graph, most users provided correct an-
swers to the testing questions, and very few incorrect ones were provided. In most 
cases, the answer was considered partially correct because it involved two comple-
mentary issues, and the subjects answered only one of them. On the other hand,  
considering subjects’ individual performance, we observed that 50% of the subjects 
provided correct answers to all questions, 12,5% subjects provided 5 correct answers 
and 12,5% correctly answered 4 questions. Considering the 50% of subjects that pro-
vided 5 or 4 correct answers, they all provided partially correct answers to the other 
questions. Subjects also filled in a form stating the satisfaction with regard to O3R 
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functionality usefulness, intuitiveness, user friendliness and overall satisfaction, using 
a scale [1,5]. Fig.10 displays the average score for each criterion, where 5 is the high-
est possible score. We are very encouraged by these preliminary results.  

Table 1. Testing Questions 

Id Testing Question Expected Functionality 
T1 A problem with the structure of the site  Clustering and Rummaging 
T2 A problem with the submission functionality Custering and Rummaging 
T3 Description of student behavior  Clustering and Rummaging 
T4 Comparison between expected and real behavior Filtering 
T5 Comparison between expected and real behavior Filtering 
T6 Description of student behavior  Filtering and Rummaging 
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Fig. 10. O3R evaluation 

8   Conclusions and Future Work 

In this paper we discussed an approach that exploits domain knowledge to support 
pattern analysis, discussing how it is integrated in the prototype O3R. O3R is intended 
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to make mined patterns more easily compressible to human users, as well as to sup-
port the visual and interactive evaluation and identification of potentially interesting 
patterns. Functionality addresses three main problems related to patter analysis in 
WUM: a) a more intuitive representation patterns in order to reduce the gap between 
URLs and site events, b) the identification of patterns that are related to some subject 
of interest, the c) to identification of potentially interesting patterns through concept-
oriented, interactive pattern rummaging. Grouping of patterns by different similarity 
criteria and visual pattern representation and manipulation complements the approach.  

The prototype O3R implements the proposed approach, and preliminary experi-
ences demonstrated a number of advantages, particularly: support for exploratory and 
hypothesis-based analysis; intuitive pattern representation, based on ontology con-
cepts; easy identification of potentially interesting patterns; dynamic enrichment of 
data considering different dimensions of interest during the Pattern Analysis phase, 
without re-execution of previous phases; reduced number of rules using filtering and 
clustering functionalities; identification of rules with similar properties; the ability to 
relate generalized and specific patterns easy identification of redundant patterns 
through clustering usage and finally deeper insight of the domain. Of course the ex-
periences were limited, and further work needs to be developed to soundly evaluate 
the contribution of O3R’s features. Nevertheless, the experiences revealed a potential 
for problem solving and the intuitiveness of the approach. In both experiments devel-
oped, the previous training with O3R was minimal, and none of the users was experi-
enced on WUM. In the second experiment, subjects did not even have any previous 
experience with the site. 

O3R can be easily extended to support other mining techniques (e.g. association), 
as well as other algorithms for sequential patterns (e.g. [4]). Other limitations of O3R 
must be addressed, particularly the constraints upon ontology structure and on the 
semantic mapping of URLs.   

Currently we are extending and evaluating O3R and studying various issues in-
volved in the application of clustering to understand students’ behavior [19]. Further 
research includes, among other topics, other similarity functions for clustering pat-
terns, concept-based pattern similarity, and analyst profile learning for personalization 
and recommendation actions. 

Acknowledgements. This work is partially supported by Fundação de Amparo à 
Pesquisa do Rio Grande do Sul (FAPERGS - Brazil) and the Dell/PUCRS Agreement. 

References 

[1] Cooley, R., Mobasher, B., and Srivastava, J. Data preparation for mining world wide web 
browsing patterns. Knowledge and Information Systems 1, 1 (1999), 5-32. 

[2] Cooley, R. The use of web structure and content to identify subjectively interesting web 
usage patterns. ACM Transactions on Internet Technology 3, 2 (2003), 93-116. 

[3] Berendt, B, Hotho, A., Stumme, G. Towards Semantic Web Mining. In: International 
Semantic Web Conference (2002), pp. 264-278. 

[4] Berendt, B., and Spiliopoulou, M. Analysing navigation behaviour in web sites integrat-
ing multiple information systems. The VLDB Journal, 9 (2000), 56-75.  .  



Ontology-Based Rummaging Mechanisms for the Interpretation of Web Usage Patterns 195 

[5] Meo, R.; Lanzi, P.L., Matera, M. Integrating Web Conceptual Modeling and Web Usage 
Mining. In: WebKDD'04 (International Workshop on Web Mining and Web Usage 
Analysis), (2004), ACM Press.  

[6] Oberle, D., Berendt, B., Hotho, A., and Gonzalez, J. Conceptual user tracking. In Interna-
tional Atlantic Web Intelligence Conference (2003), Springer, pp. 142-154.  

[7] Dai, H. and Mobasher, B.. Using ontologies to discovery domain-level web usage pro-
files. In: 2nd Semantic Web Mining Workshop at ECML/PKDD-2002, (2002), ACM 
Press.  

[8] Silberschatz, A., and Tuzhilin, A. What makes patterns interesting in knowledge discovery 
systems. IEEE Transactions on Knowledge and Data Engineering 8, 6 (1996), 970-974. 

[9] Vanzin, M. and Becker, K.. Exploiting knowledge representation for pattern interpretation. 
In: Workshop on Knowledge Discovery and Ontologies – KDO’04 (2004), pp. 61-71.  

[10] Vanzin, M. and Becker, K. (2005). Ontology-based filtering mechanisms for web usage 
patterns retrieval. In: 6th International Conference on Electronic Commerce and Web 
Technologies - EC-Web '05 (2005), Springer-Verlag, pp. 267-277.  

[11] Klemettinen, M., Mannila, H., Ronkainen, P., Toivonen, H., and Verkamo, A. I. Finding 
interesting rules from large sets of discovered association rules. In: Proceedings of the 
third international conference on Information and knowledge management (1994), ACM 
Press, pp. 401-407. 

[12] Hipp, J., and Guntzer, U. Is pushing constraints deeply into the mining algorithms really 
what we want?: an alternative approach for association rule mining. SIGKDD Explora-
tion. Newsl. 4, 1 (2002), 50-55. 

[13] Agrawal, R. and Srikant, R. Mining sequential patterns. In: 11th International Conference 
on Data Engineering. (1995), ACM Press, pp. 3-14. 

[14] Sure, Y.; Angele, J.; Staab, S. Ontoedit: guiding ontology development by methodology 
and inferencing. In: International Conference on Ontologies, Databases and Applications 
of Semantics (ODBASE) (2002), pp.1205-1222. 

[15] Ganesan, P., Garcia-Molina, H., and Widom, J. Exploiting hierarchical domain structure 
to compute similarity. ACM Transactions on Information Systems, 21, 1 (2003), 64-93. 

[16] Mobasher, B. Web Usage Mining and Personalization. In: Practical Handbook of Internet 
Computing. CRC Press, 2005. 

[17] Nichele, C. and Becker, K. Clustering Web Sessions by Levels of Page Similarity. In:  
10th Pacific-Asia Conference on Knowledge Discovery and Data Mining (PAKDD) 
(2006), Springer-Verlag, pp. 346-350. 

[18] Machado, L., and Becker, K. Distance education: A web usage mining case study for the 
evaluation of learning sites. In: 3rd IEEE International Conference on Advantage Learn-
ing Technologies – ICALT (2003), ACM Press, pp. 360-361. 



Author Index

Baeza-Yates, Ricardo 1
Bast, Holger 103
Becker, Karin 180
Brunzel, Marko 132

Degemmis, Marco 18
Dupret, Georges 103

Eirinaki, Magdalini 147
Escudeiro, Nuno F. 82

Fortuna, Blaž 121
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